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Abstract P2P architectures designed for video broadcasting haveeivery last
years gained a prominent role. This Chapter aims at prayidinoomprehensive in-
sight of the most recent advances in the field, focusing @Migleo streaming. The
first part of the Chapter puts forth a classification of P2Regidolutions, adopting
alternative sorting criteria that hide different desigpgaches. It then concentrates
on the conceptually attractive issue of data diffusion pssovithin the P2P overlay.
An overview of the most interesting P2P IP-TV systems culyeavailable over
the Internet is also provided, and the most salient featii@sexhibit highlighted.
Next, the definition of the quality of experience (QoE) foryatem user, as well as
the recording of the whole system performance via local @amdralized measure-
ment approaches, is commented upon. The second part of thgeClcompletes
the view, bringing up the modeling efforts that capture tr@mtharacteristics and
limits of a P2P streaming system, both analytically and mizally. The Chapter
is closed by a pristine look at some challenging, open questithe issue of peers
that lie behind NAT and firewalls is discussed; the benefitstae limits of cross-
layer design are commented, with a specific emphasis ontlibyation of advanced
coding techniques.
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1 Livestreaming and IP-TV

Traditionally, video delivery over the Internet relies upihe consolidated client-
server paradigm. In this perspective a centralized serasrtd be accessed by all
clients that wish to download the desired video stream, @4 Hiustrates.

video
server

client

Fig. 1 The conventional client-server architecture for videowd®l over the Internet

This simplified view immediately suggests that the serveeas bandwidth is
the most limiting factor against system scalability, astda terms of network re-
sources. Referring to the case of constant bit rate cormme;tivhen the number of
concurrently active clients increases and the sum of theviiths that their flows
require equals the server access bandwidth, then the vickansng system satu-
rates. No more users can be supported, otherwise congesgti@oon appear and
markedly penalize the throughput of the video application.

More generally, the client-server approach entails thatvideo server be the
edge of as many unicast connections as the number of cl@mtszideo stream per
client is individually and separately taken to destinatimmsuming bandwidth and
network resources, and possibly generating congestiamgaadi traversed paths.
Definitely, not a smart solution for several video applicas: it suffices to think of
the broadcasting of television events, where the samenirg#on has to be simul-
taneously delivered to each subscriber.

Multicasting at the IP-layer, probably the cleanest solutirom a conceptual
viewpoint, was first proposed to relieve the problem, but I&tizast never took
place over the global Internet [1]. The violation of the stass principle of IP
routers, the lack of scalability, the increased difficuftyperforming congestion and
error control at transport layer on multicast connectiorsayprobably the technical
factors that mostly limited its inception.

One of the novelty of P2P for video delivery over the Intemasides in moving
the multicast approach to the application layer. Anotheéquem point being that it
is up to the same end-users of the multicast group to cokdbadn the process of
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swarming the information across the network to other usersode in the overlay
will not only receive the desired video, but will also coogter to distribute the
video to other peers. As we will see in next Section, the wawitleo information

propagates across the peer overlay provides the most méleeric to classify P2P
systems for video delivery.

In P2P solutions the video stream is divided into relativetyall, equal size
chunks, that typically contain a few seconds of the origiiddo. Participating peers
make some of their untapped resources available to thensystest notably their
upload bandwidth, to pass the video chunks they already ovaiher peers: this
greatly relieves the burden on the original streaming seMereover, the infras-
tructure requirements of the application-layer approaehsa minimal, that they
really make P2P an attractive candidate for video distidioubver the Internet.

Undoubtedly, the low cost of such application-layer apphoaakes it a strong
candidate to satisfy the demand for video distribution akrerinternet, for a variety
of heterogeneous services.

To conclude this introductory discussion, observe thatti&#Palready gained its
slice of popularity in file sharing applications, well befat was extended to video
delivery. It is however worth underlining that the migratiof the P2P approach
to this new realm was not painless: video applications éxIpieculiar features,
unknown to file sharing, most prominently the real-time d¢aaists that the great
majority of them imposes on information delivery; moreqowédeo services are and
will be bandwidth eager, by far a more challenging charésties than VoIP, another
very common real-time application.

Hence, the focus shifts: whereas efficient indexing andcb@ay techniques are
of paramount importance in P2P systems for file sharing, efdlascheduling to
minimize delays is required when the P2P overlay handle=ovids well as a satis-
fying resilience to peer churning, i.e., to a swift incrédserease in the number of
peers within the overlay. The ultimate goal is to warranttasgang Quality of Ex-
perience (QOE) to the peers viewing the video, as well as #moonfined quality
variations.

2 A taxonomy of P2P video broadcasting systems

Video applications over the Internet span quite a broadeasje: from video-
conferencing, imposing very strict time constraints, te lvideo streaming with
nearly synchronized users — this is what we will mainly reéfein what follows, in-
terchangeably using the IP-TV and video broadcasting tefnmsvideo on demand,
the most delay-tolerant category.

Let us therefore illustrate the main classification of th® Bgstems devised for
IP-TV, employing the approach to overlay construction &sstrting criterion. P2P
solutions are accordingly distinguished in tree-basedraesh-based architectures
[2]. In the former the video stream propagates from the sovia a tree of peers, so
that gradually the video spreads over the entire overlay fihe root of the tree to
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its last leaves. Recall that the tree is built at the appbcaayer, and relies on the
underlying unicast IP connections.

Fig.2 illustrates the idea: in this example, peers A and Bixecthe video from
the source root and then forward it to peers C and D, E and pecésely; in turn,
peer C is in charge of delivering it to leaf peers G and H, peter|Eaf peer I.

video
source

e e leaf peer °

Fig. 2 High level scheme for a tree based P2P overlay

This solution is also termed push-based, as the video isegualong the tree,
a topology that naturally meets the multicasting demandy li4othe tree formed?
When a new peer has to join it, bandwidth and delay are theatatis that typically
drive the choice of the parent node: the peer can select tieafpdepending on the
round trip time from it, on the application throughput theere experiences, on its
uploading bandwidth. Avoiding loops is the constraint tepect.

Easy as it appears, this solution unfortunately exhibiteise drawbacks: it is
prone to outages, as the departure of a non-leaf peer fromveréay deprives all
its descendants of the video content; it does not utilizeulead bandwidth of
leaf peers, that only receive content, but do not collalearatlistributing the video
across the overlay.

Next natural step is therefore to resort to a multitree @yenlvhere robustness
and better efficiency is achieved via multiple, disjointesewhere peers that are
leaves in a tree are not so in a different one. Fig.3 repoiitajgle example of a mul-
titree topology, where the differently shaded arrows idemdifferent trees. In the
multitree topology, the source encodes the video streamnmitltiple substreams,
each substream flowing on a different tree. A peer typicaligg more trees, de-
pending on its access link bandwidth, and experiences déyjtiat depends on the
number of substreams it receives. The push mechanism oiriple $ree topology
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is retained, as packets belonging to one substream areysforplarded from the
parent node to its children peers along the correspondaeg tr

The main objective to pursue in this articulated topologipibuild — and main-
tain — short and balanced trees. It follows that peers ofemdrio be dynamically
reallocated within trees, due to the events of peer joinirdydeparting.

The approach is completely different in mesh-based overlalgo termed pull-
based architectures. There is no predefined topology heegpmori notion of trees
for data delivery. Rather, each peer maintains a list ofngastand periodically ex-
changes with them information about the available datdent‘pulls” the desired
blocks of video from one of the peers that advertises thesg slipplying avail-
able data to other partners. Partnerships are updated aparpate, to ensure both
robustness to failures and efficiency in the data diffusimtess.

At first sight, the swarming process of this solution closegembles popular
P2P systems for file sharing like BitTorrent. There is howevsignificant differ-
ence: video has to obey strict time requirements, its blowed to be delivered
without suffering an unbearable delay and jitter; if it wai so, quality would be
unfavorably affected. It follows that the scheduling pesdspt to pull the blocks
from their parents is significantly different from the onegpiemented in P2P file
sharing architectures: it has to minimize delay, so as toaqiee that the majority
of the downloaded chunks respect the playback deadline.

Some among the currently most popular P2P systems fallwitié mesh cat-
egory, and we have chosen to describe their main feature®aigy detail in next
Section.

What is the best solution between mesh and tree? We antitipegehat both ar-
chitectures enjoy benefits and drawbacks: the pull-basedayy the most diffused
in commercial systems, is simple to implement and to mainitis efficient, as data
forwarding is not restricted to specific directions; it isitient to swift peer dynam-
ics [3]. Yet, it often suffers significant delays at starttipe and when switching
channel, as well as non negligible time lags between peeveivg the same video.

Fig. 3 The multitree concept
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The time spent by the peer in the process of information exgbaequired to know
which partner owns which information, is responsible foamé fraction of the ser-
vice delay the peer suffers [4]. On the contrary, delays afenitely confined in
tree-based systems, but the signaling overhead and thdexdtyn system design
and management, to guarantee stable and resilient trees,tis be underestimated
[2].

So far, we have assumed that both tree and mesh-based eveelayganized in a
flat, non hierarchical manner. Recently however, an arctite has been proposed,
where peers are structured in tiers [5]. The starting pdith@ proposal is that in a
mesh-based overlay not only most of the data blocks propagatree structures,
but also the majority of them is delivered via an implicitdgabackbone [5].

The solutions the authors put forth is therefore a layeretligacture, where a
first backbone tier of more stable peers with sufficient acbasdwidth is organized
in a tree structure, and serves more fluctuating nodes, thatlaced in a second
tier; this second tier can accommodate diverse overlaytsires, i.e., either mesh
or additional trees.

It therefore appears useful to further distinguish P2Pesgstiopologies in flat
and layered categories. This classification also turnsanuenient when discussing
hybrid architectures, that combine the adoption of the R&Bdigm and of content
replication servers, strategically placed over the Irgerthese systems can well
be framed within the layered category, provided the nodasetier-1 backbone
represent the stable, always available servers, as opposbe less predictable
end-user peers of the second tier.

Last, P2P architectures for IP-TV can be distinguished em#sis of the number
of their potential users, classifying P2P systems in smidiirge size overlays. P2P
architectures serving the needs of prosumers (producdrscansumers), wishing to
broadcast their own video content fall within the first cleasd are separated from
large P2P systems tailored to the requirements of major Bedrasters and service
content providers. Within the first category, pure P2P ayex|that do not rely upon
the presence of content delivery servers, represent aretapgesolution; on the
contrary, hybrid systems represent the most popular pebpasen scalability, as
well as reliable service provisioning, are the major caists.

3 Thediffusion processin mesh architectures and
areference system

As promised earlier, we now concentrate on the main charsiits exhibited by
an unlayered, mesh-based overlay. The focus is often onS@reaiming, [3], [6],
[7], one of the most popular pull-based systems (at leastsimriginal version),
generally referenced in the scientific community as the bevack.

Its developers initially preferred to describe its designaa“‘data-driven” ap-
proach, rather than mesh-based: indeed, no specific ovariagture confines the
data flow direction.
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The concept behind a mesh system is simple: peers help daateoid cooperate
in the delivery process, exchanging video chunks. For argepell-based architec-
ture it can be affirmed that, when a new peer joins the systerause it desires to
view the video, the peer first contacts the origin node, wiiteeeoriginal video is
available. In the simplest case, what happens next is teairiggin server redirects
the new peer to a tracker, maintaining a membership listtrdeker provides the
peer a set of potential partners, that the new node contaetstablish the relation-
ships required to start receiving video chunks. As soon els lationships are set,
the peer starts receiving the buffer maps of its partnexs,short control messages
that every peer periodically forwards to indicate its aaalé chunks. The new peer
will in turn forward its buffer maps, although at the very betng they will reveal
that the node has no content to share with other participzritse overlay. Form
the buffer maps it receives, the new peer can identify itemtil parents, i.e., the
most appropriate partners from which to start to fetch tile@ichunks via a proper
scheduling algorithm.

Note that there is a signification distinction between tmgeoverlay members,
partners and parents [7]: the first term identifies all enelais the overlay, wishing
to view the same video; the second term refers to the peerexbhange informa-
tion with the reference peer about chunk availability vieittbuffer maps; the third
term indicates what peers (the parents) are actually prayiddeo content to the
peer (the child). The mutual relation between overlay mes)lpartners and parents
is graphically represented in Fig.4.

overlay
members

set of
partner
peers

set of
parent
peers

reference
peer

Fig. 4 Overlay members, partners and parents
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As for the buffer map, its simplest structure hosts a strihgeno’s and one’s,
where the one indicates that the chunk is available at the wbereas the zero tells
that the peer does not own the chunk; a proper offset allovdetuify the first chunk
of the sequence that the map refers to. This is exactly therigésn of the buffer
maps in the original CoolStreaming prototype, that empdoy20 bit long strings.
Given a chunk contains one second of video, we immediatetglade that there
are a couple of minutes available in the peer buffer, a tyjpiger of magnitude for
most P2P systems.

After receiving the buffer maps, the peer can request thalchthat it is missing
and that are advertised by other peers. The request schgdsila delicate issue:
video chunks have to meet severe playback deadlines; itithewt, their late arrival
translates into a loss, and ultimately in a degraded quekiperienced by the end-
user viewing the video. This constraint translates in téjgcthe classical round
robin scheduler, in favor of heuristics that keep the nunalb&ate or missing chunks
to a minimum, possibly equal to zero.

As an example, we refer to the scheduling algorithm of thé GmolStreaming
release [3], that starts by determining all potential sigpplof every chunk. The
chunks with fewer suppliers are considered first, and foheacink, a unique sup-
plier is identified: it is the one with the highest bandwidttda&nough available time
to transmit the chunk. Once a schedule is specified, an oha#ibit sequence re-
sembling the buffer map is sent to each supplier, indicatiegchunks that the peer
intends to pull from it. The video chunks are then deliverethe requesting peer via
UDP connections, properly enhanced by the congestion@an&chanism TFRC
implements [8], [9]. In passing by, we mention that TCP igmidatively adopted
by some P2P streaming systems for transporting video despjté its overhead in
terms of connection opening and closing phase, as well ensghission handling.

Let us now more thoroughly dissect the software architectdira peer, to logi-
cally frame the different modules that constitute it: fallag the description in [4],
in the peer we distinguish the P2P streaming engine and t@arptayer, as Fig.5
indicates.

The streaming engine has the responsibility of fetching@idhunks from part-
ners; of storing the retrieved chunks in a buffer; of passiregchunks to the media
player. Itis also in charge of providing the available chaittkthose peers requesting
them and to manage the buffer maps. Finally, it continuougtiates the partnership
list. Referring again to the first CoolStreaming, each noeléoglically establishes
new partner relations with randomly chosen partners: trdertbat provides the
lowest average number of chunks per unit time is discardddeplaced by a new,
better performing partner.

An additional, last point deserves a further refinement indiscussion: the over-
lay membership management. In small to medium sized ow&riagers retrieve
membership information directly from the tracker servee tinique repository of
the system view: this is exactly what we have assumed in atrdiscussion. It is
not so for large size P2P streaming systems, such as Coat8trg: here a new
node joining the system contacts the source, that rediiteict@nother peer, called
deputy peer (rather than to the tracker server), randontgg sl from its own mem-
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Fig. 5 Software components in a peer

bership cache. The deputy (i) provides a list of eligibletpers, that the new peer
contacts to establish its partner relationships, and &@lsopdates its own cache to
record the entry of the new peer. This redirection guararaenore uniform partner
selection, as well as a reduced load over the video sourcet /iméeresting to ob-
serve is that in each peer of the overlay there has to be npaqrdrtnership cache,
but also a membership cache.

Why is this cache present in all peers and how is it managed?

The answer to the first question is important: the ultimatal goto disseminate
among all peers a uniform, although forcedly partial viewhsf overlay members.
This is necessary for the deputy functions we cited abovealba because each peer
periodically consults its membership cache to replacenpest either when some of
them depart or when some better performing nodes becomalaieaiThis happens
in a decentralized manner, without placing any burden ormtlggn server.

The answer to the second question is that a gossiping piagemployed to
create and update the membership cache, which in turn t5dge explanation of
what we mean by the term gossip-like algorithm. A gossip rtigm, also tagged
as epidemic, presents the following characteristics: a pe@ds a new message (in
our case it periodically announces it exists) to a randonsetubf other peers; in
the next round these peers propagate the message in the samerand so do
next peers that receive it. Gradually, in a totally distt@dsimanner, the information
the peer exits propagates in the overlay, contributingeéatinstruction of the local
view of the overlay members at each peer that receives it.

When discussing the weaknesses of mesh-based systemseadyadvidenced
that excessive initial delays are expected to plague tlisitecture: indeed, Cool-
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Streaming earlier release had Achille’s heel of long ihilielays, as well as a high
failure rate in joining a channel during a peer churn [7].

The diffusion process it adopted was then radically modjféed we intention-
ally describe it here, with the intent to understand how Strelaming and in general
P2P streaming overlays have to evolve to fulfill commergtatem requirements.

The New CoolStreaming adopts a multiple substream solutidretter swarm
the video among its peers; in turn, this calls for a fundamesttange in the archi-
tecture of the peer buffer, in its management, as well asdarstiheduling scheme;
moreover, a new, hybrid push-pull mechanism that the pedoptao download
video chunks is developed. Last but not least, CoolStregumirmv employs multiple
servers, strategically located. Equivalently, the systies not rely on a pure P2P
overlay any longer; rather, it now adopts a hybrid architestwhere the streaming
capacity is proportionally amplified with the number of sas; and the content is
taken closer to the end-users.

Let us see in detail the multiple substream solution and gvelrbuffer organi-
zation at the peer. As before, the video is divided in blodlepial size; the novelty
relies in splitting the blocks in different substreams, ag@-reports. Video chunks
are grouped according to the following pattern: given aubstreams have to be
formed, thej-th substreamj(=1,2,...,K) is made of the chunks with the following
sequence number in the original stregm:i«K,i=0,1,2,....

A peer can subscribe to one or more substreams, fetchingatiiesponding
chunks from multiple parents. Although no specific codinthteque is employed,
the critical point resides in maintaining the synchroriatamong different sub-
streams.

original stream

L JL2 J[s JQ« J[s s ~ [

substream1 | 1 || s || o | -
substream2 [ 2 || ¢ || 10 | -
substream3 [ 3 |[ 7 || 1 |
sbsreamd [ 1[5 [z | -

Fig. 6 Decomposition of the original video stream in several substreanis (de considered
example)

The structure of the peer buffer has to be accordingly matifiesynchronization
buffer precedes the cache buffer and hosts the chunks eglceom each substream,
sequentially ordered, as the example in Fig.7 shows. Thekshare then combined
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in a single stream as soon as chunks with contiguous seqnendgers are received
from each substream.

In the example the video chunk with sequence number 11 isoyie¢ treceived
and therefore the combination process halts at this poithEsequence.

substream1 WA WAL 8 ||_s |_\
substream 2 V A I 14 I I 10 I I 6 :>.
S (e
substream 3 I 15 l V /AI I 7
substream 4 {7 V2 7) I 12 l I 8

synchronization buffer cache buffer

missing or yet to be

m received chunk

Fig. 7 The logical organization of the peer buffer when 4 substreamsa@nsidered

As for the new buffer maps exchanged by peers in the New Caal®ing sys-
tem, these too have undergone a significant rethinking: f@ibofap now specifies
not only the chunk availability at the peer, but also its eatrrequests. In greater
detail, the map is composed of two vectors, whose dimensi@yual toK, the
number of substreams: the elements of the first vector iteltb@ sequence number
of the last chunks the peer received for every substreanel&émeents of the second
vector specify what substreams the peer wants to subsoribe t

We close this shot with the description of the new conteniveal mechanism
adopted by CoolStreaming. As previously anticipated, p@ethe original Cool-
Streaming prototype had to deliberately fetch — pull — edaink from other peers.
The revisited architecture inherits the pull mechanisny dat the first chunk of
the requested substream; from then onward, the parent pié&eap continuously
forwarding — pushing — all chunks to the requesting node.

Periodically, parents peers are updated, to replace ntdesither departed,
experienced a failure, or provided insufficient video cant®Ve refer the interested
reader to [7], as well as to [10], for details about the paresélection process.

4 Popular P2P streaming systems

We have already picked up the popular P2P CoolStreamingtectire as the ref-
erence example; there are however several additionalrsgstteat are worth be-
ing cited, most notably because they experience wide cogiatauccess and rely
upon a large basis of users. Among them, we mention PPLive $idpCast [12],

UUSee [13], GridMedia [14], offering real-time servicesdaloost [15] and Ba-
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belgum [16], offering Video-on-Demand (MoD) services. Aflthese systems are
proprietary, have received a great success all over thedvaoid their majority has
been developed in China.

In what follows we briefly glide over their main features, megng with PPLive
[11]. It is one of the most popular P2P live streaming systdmosn in China in
2004. It belongs to the mesh-based family, employs a p@édagrotocol for video
content transmission and mostly relies on TCP. It offersaioan 200 channels, has
an average of 400,000 daily users and the bit rate of its yidegrams ranges from
250 kbit/s to 400 kbit/s. It also offers a few channels at @ 6800 kbit/s. Channels
are encoded with two video formats: Window Media Video (WMV)Real Video
(RMVB) [17]. In PPLive the number of partner nodes of evergmpaepends on the
popularity of the selected channel and on the peer’s acgess peers with high
bandwidth access (also termed campus peers) have abouttd@rpapeers with
residential access have a number of partners that rangasafsout 10 to 30.

SopCast [12] is another P2P streaming application thatigeesvboth VoD and
live services, born in China in December 2004. It was ableufzpsrt more than
100,000 concurrent users only a few months after its inwtdn. It employs a
mesh-based architecture and mostly relies on UDP. In csiritvdPLive, both resi-
dential and high bandwidth access peers typically downfiaad 2 to 5 other peers.

UUSee [13] is an additional instance of very large scale R&ZRsing solution
and was born in China too. It has several streaming servetmdrthe world, si-
multaneously offers more than 800 channels, with 100,00@wwent users, and
provides a streaming rate of 400 kbit/s. It belongs to thehaised family and
employs the pull-based approach. It relies on TCP for daastmission and the
number of partners for each user is around 50.

GridMedia [14] is still a Chinese large scale P2P live strie@nsystem (there is
no doubt that China get’s the lion’s share in this field!), iempenting a hybrid push-
pull protocol. It is able to support more than 224,000 siemgous users and its
streaming rate is 300 kbit/s. The streaming server can stipp®o 800 connections
[18], therefore reaching 240 Mbit/s outgoing bandwidtheaver side.

Finally, there are two interesting P2P Video-on-Demand)Mstreaming solu-
tions, both conceived in Europe: Joost and Babelgum.

Joost [15] is a VoD P2P system for distributing TV contentwéts created by
Niklas Zennstroem and Janus Friis, the Skype founders,06.20relies on a mesh-
based P2P streaming overlay and every peer receives 95% wiflo frames from
about 25 peers. Joost employs mostly UDP as transport miotagarticular, UDP
is used to transmit data packets and TCP for control messatggsAn important
feature of Joost is the adoption of a NAT detection mechaiisander to improve
system performance: if some peers lie behind the same NACe&lethey tend to
transmit video content to each other.

Babelgum [16] is a Video-on-Demand P2P streaming systermctmueived by
Silvio Scaglia in 2005. It employs TCP for both control andedpackets distribu-
tion. Every peer receives 95% of the video frames from abqéess.
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Both systems, Joost and Babelgum, exhibit a hybrid ardhitecTheir behavior
is not purely P2P: rather, they resort to the help of somestieg servers located
around the world to distribute the video contents.

5 Measurements and quality monitoring

In this Section we are going to present a few significant nesasents about some
large P2P commercial systems, namely, PPLive, SopCast aalbtteaming. We
will also examine a small P2P architecture, featuring a metéenumber of users.

Both measurements performed at network edge and at a céatilay will be
introduced and commented: the former are attained clieiet-svhere the single
peer itself can capture the local upload and download traffit analyze them; the
latter are performed directly server-side. The log-sehes a complete view of
the system: to cite a few significant records, number of peemmected, session
durations, upload/download bandwidth of each peer, p&emddress/port number.

There are several reasons for measuring and monitoringraygrameters: per-
haps the most important is to guarantee a satisfying viewkpgrience to system
users. This is an essential feature for wide commercialessoof any P2P streaming
systems, that has to guarantee video playback continuttyput video freezing and
skipping, in order not to discourage the users. If a user satisfied he/she could
decide to abandon the system. Therefore, the main goal igtimiae as much as
possible the quality perceived at the client side, the $sled¢®uality of Experience
(QoE).

Different factors could threaten the QoE: participatingle® heterogeneity, fre-
quent peers churn, delays. In what follows we explain thetrsigmificant IP-TV
quality metrics, that in turn have a deep impact on QoE:ahgfart-up delay, video
switching delay, video playback continuity.

The start-up delay is the time interval between the instant a channel is salecte
and the instant when the video playback starts on the sciééis a critical delay,
with a straightforward influence on the viewing experientthe users.

If the user decides to watch another video, he/she switchaanel and this
causes theideo switching delay, which is longer than that experienced in tradi-
tional television.

As for video playback continuity, each video chunk has a playback deadline.
Hence, if a certain video chunk is not in the buffer beforgits/back deadline, two
situations can occur. If there are no video chunks in thesbuff the player, the user
experiences freezing of the video, that is the playback siftaeo frame. If there
are some video chunks in the buffer, the player plays therk diitough they might
be not continuous: in this circumstance the user expergeskipping of the missed
chunk’s frames [4].

We now provide a glimpse at some specific attributes of thenexed P2P sys-
tems, as can be inferred from local measurements. Next, kiebavior and partly
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their performance will be discussed, with the help of the snees available at the
central facility.

5.1 Network edge measurements

This subsection focuses on measurements performed sidat-displaying some
of the features exhibited by PPLive, SopCast, as well as bpstance of a small
P2P overlay.

The first measurements illustrate what transport protdwodiifferent P2P stream-
ing systems adopt. Not all streaming architectures emplegame transport proto-
col: some of them exclusively utilize TCP, others UDP onhyd athers both. In the
latter case, the system typically uses TCP for control traffid UDP to carry data
packets.

In order to know what kind of transport protocol a systemelipon, it is suf-
ficient to check how many TCP and UDP packets are exchangedgthe local
peer and its partner nodes. The results we obtained for Sb@EDa PPLive are
graphically shown in Figs. 8 and 9 respectively. We can agiekhat SopCast em-
ploys UDP to transport both video and control packets. Irtrect, PPLive employs
UDP for data and TCP to carry control traffic. Unlike UDP, TClagantees reli-
able packet delivery and enforces congestion control:fitsisfeature is useful for
signaling traffic, but not for live video traffic, that hasistitime restrictions.
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Fig. 8 Number of UDP and TCP packets exchanged in a time window of 6@GasSopCast peer
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Fig. 9 Number of UDP and TCP packets exchanged in a time window of 6QCasHiPLive peer

We now turn our attention to the P2P application throughiaubcally assess it,
we once more resort to local traffic captures, performeditiéde. The values of the
upload and download throughput that PPLive achieves aphgrally represented in
Fig.10 for an ADSL connection. As expected, the ADSL upstread downstream
asymmetry directly reflects in the throughput values the B@lication exhibits.
To be accurate, the traffic exchanged by the local peer artdreato execute this
analysis contains not only video chunks but also controlagss, useful to manage
peer’s partnerships, and, in particular, buffer maps. &ttrol packets represent a
far smaller percentage with respect to data.

There are no great differences between PPLive and SopChssewchannels
have both a streaming rate of about 400 kbit/s, so we chodge neport the results
referring to the latter system.

Next measurements are concerned with the download throtghat the local
peer achieves via its best partners, i.e., the peers fromhwhieceives more pack-
ets. The results obtained for PPLive are shown in Fig.1%:fture reports the total
throughput of the local peer, as well as the contributiorwipled by the best four
partners and by the best partner. We can observe that tHepleeareceives about
one third of the total chunks from the best four partners andhriess from the
best partner. This suggests that in PPLive every peer hamitect to several other
peers, among which the chunk requests are equally allacated

Until now, we have presented some results referring to laygéems, featuring
a vast group of users. However, there exist P2P live videmasting solutions be-
longing to the small overlay category, that are equally tvbeting investigated.
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We focus our attention on one of them, exhibiting a small neindd peers and
providing only a few TV channels. Its client software is iretheta version and
the floor of users is therefore quite moderate. It still pde few channels and their
rate is around 160 kbit/s, with a resulting relatively lowl@d quality. Privacy agree-
ments restrain us from diffusing the P2P provider name aadyktem architecture
details. However, we can say that it is a pure mesh-baseddtafos.

Here too, we take a look at a few interesting sets of local omeas namely:

- the number of partner nodes from which the peer receivesiatkets;
- the Cumulative Distribution Function (CDF) of the recalygackets’ length.

The first measurement is useful to understand how many peeperate with the
user to visualize the requested video. Fig.12 shows thé idthis analysis. We can
see that in one hour of experiment there are on average 5 jpdlees, that provide
the local peer the desired data packets. At first, the peeivecdata only from two
peers, one of which is the streaming server. Then, as isgteceiving buffer maps,
the local peer contacts more partners to request — and ebthachunks it needs.

The second experiment aims at providing an indicative ataration of traffic
the peer receives from and sends to the P2P network. Figaldigally shows the
Cumulative Distribution Function (CDF) of the packet sias, derived from the
local data. We can observe that the CDF follows a bimodatibigion, underlining
two kinds of packets: large and small packets. The first onesay data, have a
size larger than 1500 bytes and sum up to 40% of the total nuoflmackets. The
second ones carry control information (conveying, e.gffebunaps) and have a
length that ranges from approximately 60 to 200 bytes. Aigfoderived for the
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Fig. 10 Download and upload throughput of a PPLive peer
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Fig. 12 Evolution of the number of peer’s partners in a small system

small P2P overlay, it is important to note that the bimodatrédiution is typically
observed in large systems too.
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5.2 System measurements

In this subsection we will comment some of the measureméiatsare typically
performed server-side. The examined systems will be Coad8ting, PPLive and
the small P2P overlay considered earlier. The main refersparces will be [10]
for CoolStreaming and [17] for PPLive, as log-server trafteghese systems are
not publicly available.

One of the most common measurements carried out on P2P \tréaoning sys-
tems is the number of peers joining/leaving the system amduaimber of peers con-
tributing in data streaming transmission evolution dutinge. Fig.14 qualitatively
reports a typical behavior for the number of simultaneousISweaming users, as
reported in [10], during the peak hours between 06:00 an@OlRM. These results
underline the great scalability of the P2P solution, whiabily supports more than
40,000 concurrent users.

This type of measurement has been performed on PPLive tgoTh& number
of peers for one of its popular television channels is gagiely represented in
Fig.15. By observing the figure, we can say that the examimedgram reaches a
large number of concurrent users, about 2,700. Moreoverp#aks of the users
occur at 12 AM and 7 PM, suggesting that people tend to wateRMPoutside
office hours [17].

As expected, the number of concurrent users in the systeghifytcorrelated to
the popularity of the program. For this reason, the authbfs@ have performed
the same measurements during the Spring Festival Gala are§&EthNew Year too,
that is the most popular event in China. The results obta@éngghasize a sudden in-
crease of the users from 50,000 to 200,000 when the corrdsmpprogram starts,
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Fig. 13 Packet size CDF in a small system
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Fig. 14 Evolution of the number of simultaneous users in CoolStreaming ft8:00 to 23:00

and a sudden decrease when the program ends. Again, thesgations suggest
that the P2P system scales well. An important feature, camtmall P2P streaming
systems, is the following: when a TV program ends, peers idiately and simul-

taneously leave the network, so that a batch-departure®cthis phenomenon is
not present in P2P systems for file sharing, where users tdafpdifferent instants
[17].
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Fig. 15 Evolution of the number of simultaneous users in PPLive in a wHale
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Fig. 16 Users geographic distribution in PPLive in a generic weekday

A large scale P2P streaming system typically attracts ondliof users from all
over the world. Therefore, another relevant feature to toons the geographic
distribution of the users. This measurement requires a eosyn between every
peer’s IP address and a database containing all the assosiaetween ranges of
IP addresses and corresponding geographic areas. Thes nedrted for PPLive
in [17] are shown in Figs. 16 and 17, that show the user gebgrafstribution
in a generic weekday and in the Spring Festival Gala day omé&3Ski New Year,
respectively. In Fig.16 we can see that the highest pergenté users are from
Asia. In Fig.17 the situation is a bit different: the per@ag# of users from outside
Asia is higher during this event, indicating that PPLivelitego attract hundreds of
thousands of users from all over the world when importanb&svare broadcasted.

Classifying user connections on the basis of their uplogzhacty is a further,
useful distinction to perform. We can distinguish users iptivate, when their IP
addresses are not visible outside their own LAN, and publien their IP addresses
are visible. If some peers have the same IP address, theypacalty users behind

Others
15%

Asia
56%

Fig. 17 Users geographic distribution in PPLive during the SpringiFalsbala
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a NAT device. By checking the user capacity to establish TQfhections a peer
can be further categorized as [10]:

- Direct-connect: peer with public address, that can establish partnersbipsd
from other peers;

- Universal Plug and Play (UPnP): peer with private address, that can establish
partnerships with other peers and the other peers canishtghrtnerships with
it;

- NAT: peer with private address, that the other peers canndilsstgpartnership
with;

- Firewall: peer with public address, that the other peers cannotlettadartner-
ship with.

The CoolStreaming analysis performed in [19] provides therp classification
shown in Fig.18. We notice that only a small percentage opters are UPnP and
direct-connect nodes: they are 30% of the total and cort&itvith more than 80%
to the upload bandwidth [19]. On the other hand, there is aifgignt percentage
of users behind NAT devices, having limited uploading c@jes: The remaining
small percentage represents peers that usually stay irystens for a short period
of time. Most of them are NAT/firewall peers [19]. We antidip&ere that a similar
situation occurs in the small overlay we have examined.

Direct cormect
1%

65%

Fig. 18 Peer classification in Coolstreaming

An additional system feature that is worth mentioning is $ession duration
time, i.e., the time that elapses between the join and thartlep of the peer from
the system.

The results reported in [10] for the CoolStreaming systeenskiown in Fig.19,
where the qualitative distribution of the session duratsoshown. We observe that,
once the users successfully obtain the video stream, theytable and remain
within the system for the entire program duration [10]. Bugre are also many
short sessions, that depend on the startup failures of rjeimlgd nodes.

Last parameter we comment upon is the start-up delay. Fig&6 its Cumu-
lative Distribution Function (CDF) as reported in [10] fdret native, pull-based
only CoolStreaming scheme, as well as for the new CoolStregrbased on the
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Fig. 19 Distribution of sessions duration in Coolstreaming

hybrid push-pull architecture. It is immediate to concludat, although the pull-
based system is simple and robust, the hybrid solution deffiréxhibits a superior
performance.
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Fig. 20 Start-up delay CDF in Coolstreaming
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In order to shed some light on how a small system works, we pegent and
discuss some measurements performed server-side onrisfkarchitecture. The
parameters that have been monitored are:

- the number of users in the weekday and during peak hours;
- the geographic distribution of the users;
- the percentage of free riders upon the total number of peers

Fig.21 plots the number of users in system during a soccechmaftthe 2008
European Championship. The number of concurrent usersimerfarly low until
about 14:00, it then increases reaching the peak (arour@ide3rs) when the match
begins. This number progressively decreases at the ene ofidich. It is immedi-
ate to notice that the number of users of this small systeny isublower than in
CoolStreaming and PPLive.
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Fig. 21 Evolution of the number of peers during a very popular eveatsmall system

Next, Fig.22 represents the geographic distribution ofiders in this small over-
lay. We can observe that most of them are located in Européhérte is also a non
negligible amount of U.S.A. nodes. The remaining percemtagresents users from
the rest of the world.

A last, important feature that we take into consideratiothéspresence of free
riders, without any distinction between nodes lying berandAT device or a fire-
wall. These peers do not contribute to the diffusion of théewi stream, as they
receive chunks from others, without uploading anythingeriders therefore rep-
resent a serious threat to the functionality of any P2P systes Fig.23 shows, their
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Fig. 22 Geographic distribution of peers in a small P2P system

number is significant in the small overlay, where their nizgaimpact on perfor-
mance has to be properly limited. If no countermeasuresadent the risk is to
unbearably degrade the QOE level that “good”, collaboeatisers expect.
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Fig. 23 Total number of users and free riders in a small system
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6 Modeling insights

Now that we have understood how P2P streaming systems wdrk@m their be-
havior can be monitored, we shift our attention to some oftlost significant con-
tributions in the field of modeling that recently appearediterature. The goal is
to delineate the effects on performance of the main systétibaes: upload and
download capacity of the peers; classes of peers and thelinedity; buffering
available at peers and bearable play-back delay; freesrateat churns that dynami-
cally and unpredictably spoil system equilibrium.

6.1 First modeling efforts

To begin with, we develop some simple considerations thit bederstand the
advantages of the P2P solution with respect to the traditiaentralized client-
server architecture.

Following [20] and more substantially [21], we investigaiew the server-side
capacityus needed to support a streaming ratéeo N identical users can be de-
creased, when each peer makes available a fragtioints upload bandwidtl, to
the system.

In this simple, deterministic setting, we observe that

us = max[O,N(r—n -u)]. (1)

The relation betweeN andus is depicted in Fig.24, for = 700 kbit/s, an upload
bandwidthu = 400 kbit/s and for different values gf, namely,n = 0.9,0.5 and 0.
From visual inspection, it is straightforward to concludattwhen the P2P system is
well designed, a considerable saving is achieved in sepadty: as an example,
whenN = 2 x 10* peers populate the system,can be decreased from 14 Gbit/s to
6.8 Gbit/s forn = 0.9.

Next, inevitable question is: how can the efficiemgype computed?

To answer, we resort to [21]: the focus of this work is on P2Pfife sharing,
rather than for video streaming, yet its analysis can bdyeadapted to our case as
well. In details, this work assumes that the upload bandwidta peer will not be
utilized only if all of its partners already have the chunk#hat peer: it follows that
the efficiencyn is

n = P[there is at least one peer that wants a chunk the peér has (2)

If K is the number of partner peers and the distribution of chinet®&een peers is
independent from peer to peer, and identical for all pebes) t

n = 1— P[peer j needs no chunks from pef i 3)
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We next denote by the number of chunks that pelepossesses, out of th
available for sharing in the peer buffer, and assumis uniformly distributed in
[0,...,M —1]. We can therefore write:

P[peer j needs no chunks from peptiP[peer j has all pieces of peér+

= zn'\"jj & 2:":0 & . P[peer j has all chunks of peenij, n;] =

(m) (n)

_ 1 M-1 M+1 _ M+1lM-1 1 _ M+1 M 1
_Wanzl M+1-nj — M2 anzl M+1-nj — M? Zmzm (4)

_ 1 M1 1 <M-1
- M2 an:12ni:0 - M2 anzl

having sem=M +1—m;.
Replacing last outcome in expression, it can be concluded that

n:l_(MM+21>K_<§%>K. 5)

m=2

The K, n) relation, illustrated in Fig.25 for three different vatuef the buffer size
M, reveals that it is useless to increase the number of pgpeensK above 5-10,
as efficiency has already reached unity. It also suggestfthaumber of available
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chunksM in the peers’ cache plays a significant role when determininghenM is
large,n increases. On the other hand, when this number grows, thiebplek delay

that the peer experiences also increases, a phenomenoredus to be accurately
monitored. Interestingly 5 10 is deemed an adequate partner range for several of
the current P2P IP-TV applications.
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Fig. 25 Efficiency as a function of the parent group sizefor different values of the numbéa
of available chunks in the peers’ buffer

6.2 Morerecent contributions

A deeper insight into the fundamental characteristics & Btfeeaming systems that
rely upon a fully connected mesh is achieved in [22].

To understand its contribution, let us introduce some pregsumptions and
notations.

A fluid model is employed to describe the video stream thgp@gates from the
server at rate, and to describe the bits — as opposed to chunks — that pri@paga
among peers. The system initially examined is bufferless,bits are not cached in
the peer before being played back or before being copiechtr peers.

LetN be the number of peers in the system andileienote the upload bandwidth
of thei-th peerj =1,2,...,N. When all peers in the system receive the video at rate
r, the system is said to guarant@@versal streaming.
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The first result that is provided states that the maximumeaeitile streaming
rate,rmax, IS given by

N .
rm:min{us,W} (6)
that impliesall peers contribute to the swarming process with tleaiire upload
bandwidth (equivalently, the efficieney is 1,Vi,i=1,2,...,N).

For most real P2P systems, a useful reference is a two cladslhere a user
can be classified as either a super peer or an ordinary ppéerally, the former has
a high-speed access, such as from a campus network, whieeeasdond utilizes
a residential, ADSL access: we assume all peers in eithes @ghibit the same
upload capacity. We denote Y; andN, the number of super peers and ordinary
peers, respectively, and loy andu, their upload capacities. A further hypothesis is
thatu, < r < us.

It immediately follows from (6) specialized to the lattersea that universal
streaming can be achieved whenever the following inequislisatisfied:

(7)

r < @(Ng,Np) =min {us’ w}

N1+ N

Let us now examine in greater detail theN;, Ny) term.

Let peers of both classes join the system following a Poigsooess, of ratg;,
i = 1,2, and indicate byy;, i = 1,2, the rate at which they leave. No hypothesis is
made about their sojourn times, that can be arbitraryNsét) andNy(t) indicate
the number of peers of the two classes in the system atttinwte that they are two
independent Poisson random variables [23].

Focusing on the second term@tNz, N,), which is the significant one for all the
cases of practical interest, we can compute the probaloifigchieving universal
streaming as

U5+N1(t)U1+N2(t)U2 /
Plr< =P [Ny (t) > cNa(t) —
R M) = eNo() ~u] . (®)
where I U
—u2 / S
= d = . 9
c U and ug T (9)

Recalling thaiN; (t) andN(t) are independent Poisson random variables, hence
obey the following distribution,

e Piph , Ai .
:T' with p.:E and i=1,2, (10)

fi(n)

a few passages lead to the conclusion that
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Pluniversal streamirig= F>(M) +|§+1 ((17 Fa( [d - uq )+ fa( [cl - u’sw )) fa(l)

(11)
where

Fi(n) =

| c

fi(1) and M= FJ . (12)

™Mo

Making use of (11), it is now possible to explore the achiéwgierformance
of the P2P system. The work in [22] examines “small” overlaith a number of
simultaneous peers in the proximity of 75, and a “large” @ygrwhose number
of simultaneous peers are in the proximity of 7500. The aered rates are= 3
units, u; = 7 units andup; = 1 units, to be interpreted, e.g., as 300, 700 and 100
kbit/s, respectively. The average sojourn times are sﬁ} te IJ_lz = 30 minutes for
both classes; in the small overlay is set to 100 peers per hour, so tigat the
average number of ordinary peers, turns out to be equal tm3be large overlay,
A2 is set to 10000 peers per hour, leadingpto= 5000. In both scenariok, is then
varied: in the proximity of 25 in the small system, near 250¢hie large one.

Having defined the probability of degraded service as

Piegr = 1 — P[universal streamirig (13)

Fig.26 qualitatively reportByey as a function of the ratig!, determined in [22] for
both a small and a large overlay, whan= 7: this figure shows that in both systems
performance improves when the arrival rate of super peersases (equivalently,
when the% ratio increases). It can further be observed that the P2ieraywith a
large popuzlation performs better, as the large overlayigesvuniversal streaming
over a much wider range of system parameters: the physistifigation behind
this behavior is that the departure of super peers has a edndiffiect in the large
overlay, whereas it can lead to a significant worsening irsthall system.

The study also points out that when the system scales towagks dimensions,
the role of the server and its upload ratdbecome more and more marginal.

Once the assumptions of bufferless peers is removed, tiytiaah closed-form
approach has to be abandoned in favor of numerical solutibtained via a sim-
ulation tool. The most salient outcome derived by the awthudr[22] is that the
buffer introduction brings a remarkable improvement tateysperformance. For
instance, they observe that the large overlay previousiynixed, that achieved a
probability of degraded service equal t@(at% = 0.5, experiences Byey Of ap-
proximately 005 when buffering is introduced, Moreover, a cache that tanme 80
seconds of the video is already sufficient to exploit almbsha potential buffering
gain. Analogous results hold for the small overlay.

Finally, it is observed that buffering can even bring a largeprovement than
increasing the infrastructure server bandwidih

What is the limit of the analysis just described? Mainly theuasption that all
N peers are connected to each other and that all N-1 peersbeaatwith their
available content to the stream the remaining peer is vigwdefinitely not what
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Fig. 26 Probability of failing to achieve universal streaming in a smatl & a large overlay, as a
function of%, wheni, = 100

happens in a real system, as we previously described. Bbleg#utilizing all the
peer upload bandwidth it is not only a matter of random flutidwmes in the peer
numbersny (t) andny(t)!

To mention only a few additional key elements, we observé ghguccessful
system behavior heavily depends on the scheduling algormployed by peers,
on the parents they rely upon, on the type of connectiongpters experiment (they
can be fully visible or belong to the free rider class, megitirat they can download
content but do not contribute to the system with any uploadiédth).

Yet, the main goal of [22] is to determine th@ximum achievable streaming rate
I'max @nd correspondingly tie the evaluation of the probabilftdegraded service to
it, and as such, it represents a genuine effort.

There are a few, additional papers that deal with the pedoga evaluation of
P2P streaming systems. Although we do not have room to cite dletheir out-
comes, yet we believe that they deserve a careful citatz:fpr the theoretical ef-
fort in finding heuristics with provable good performand]for the mathematical
analysis that helps comprehend why the pull-based appisachefficient in utiliz-
ing peer upload capacity; [25] for a model relying on stoticagraph theory, able
to capture the fundamental properties of the mesh-basadnsgsThe interested
reader is strongly encouraged to enrich his/her knowledgrigh these excellent
references.



Live Video and IP-TV 31

6.3 A numerical comparison between mesh and multiple-trees

If we now abandon the analytical world and consider the sativeg approach, an
interesting comparison between mesh-based and multigéestnaped overlays is
performed in [26].

In this work, the hypothesis that both systems share is thptawh of Multiple
Description Coding (MDC). For this technique, a video stnda divided into mul-
tiple substreams: each can be independently decoded agddtity of the received
video increases with the number of decoded substreamsy gger can subscribe to
a different number of substreams, depending on its dowrlaadwidth. The MDC
choice helps in counteracting the heterogeneity in peensttvidth, and therefore
warrants a better bandwidth usage.

In the multiple tree approach, different substreams prafgagia disjoint trees;
each peer can join different trees, subject to the constitzanit has to be an internal
node in only one tree, and has therefore to appear as a lelaé iretnaining trees
of the overlay. Moreover, the trees have to be balanced aord, sheaning that the
number of their internal nodes as well as their depth have ttonparable.

Proper rules are set to handle node arrivals and depar8gsf an example, a
new peer is added as an internal node to the tree with the iowesber of internal
nodes; a new internal node is placed as a child for the nodethét lowest depth
that can accept a new child or has a leaf child; when an intewwde departs, the
subtree that was rooted in it tries to rejoin the tree as a eyHuit if it does not
succeed, its constituent nodes independently rejoin #ee tr

In the examined mesh-based approach, the content delivechanism is very
similar to the one BitTorrent adopts. A new peer contactsbibtstrapping node,
that replies providing a random subset of peers able to gua@nts for the node;
connected peers have a parent-child relationship, likedrtree-based architecture.
Peers periodically indicate what video chunks they haviahle to their child peers
and in turn request — pull — chunks from their parents.

The packet scheduling aims at profitably utilizing the udldmndwidth that
peers make available to the mesh-based system; it alsesstdv\guarantee an ade-
quate quality of the received video allowing for the recep®f several substreams;
it finally guarantees a timely delivery of the requested @idbunks.

The crucial difference between the two approaches, cdyrectlined by the
authors of this paper, lies in the delivery process of thessaams. Whereas in
the multiple-tree overlay all chunks belonging to one stgash statically follow
the same tree to propagate among peers, in the mesh oveelagelikery tree is
individually chosen for each chunk anddgnamically shaped as the chunk crosses
the network. This greatly helps at efficiently employingth# available bandwidth
of the peers. In contrast, in the multiple tree overlay thmight be occurrences
where one of the internal peers does not have sufficient dfdaadwidth “to feed”
all its child peers.

In terms of similarity between the two architectures, th&t fierspective that [26]
takes is to state that the superposition of multiple treesgentially equivalent to
a mesh. Another similarity is that in both architectureseaid¢hunks follow a tree
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to reach their destination: it is manifest in the multipleet overlay, but even in the
mesh-based case it is possible to capture the snapshots pétichunk trees, i.e.,
of the delivery paths that each single video chunk followstffese are indeed trees,
whose internal nodes are quite stable and whose depth eatiypionger compared
to tree-based systems, mainly because of their dynamicafioom Additionally, the
per-chunk trees exhibit a high degree of correlation, sigeseveral internal links.

The content delivery mechanism of both push and pull-basgttactures is nu-
merically examined in [26] by simulation: initially, 200 hmgeneous peers with
symmetric upload and download bandwidths are considened system that em-
ploys 20 substreams, each coded at a batg= 80 kbit/s. Theaccess link band-
width of each peer is set equal Ko x deg x bwy, whereK, K > 0, is a tunable
parameter andeg indicates the degree of each peer, i.e., the number of imgpmi
and outgoing connections the peer can support. \egiis the same for all peers,
K x bwy is the averagger-connection bandwidth. The physical topology underly-
ing the examined systems, as well as the adopted congestigrocprotocol, is
detailed in [26].

The study determines the percentage of bandwidth utiinaiver the entire sys-
tem and the average quality delivered to each peer: the fiestiarguantifies the
effects of the content bottleneck phenomenon, i.e., of ili@tton where a parent
peer does not possess any useful chunk to deliver to a dartichild, even though
it has some upload bandwidth available, as well as the effefch low link access
bandwidth at the peers; the second performance index issdedmthe average num-
ber of substreams a peer receives during a session and giveésaaof the quality
of the received video.

The system bandwidth utilization is determined as a functibthe average per
connection bandwidths x bwy: in the mesh-based system its behavior is practically
independent of the peers’ bandwidth, and it takes on higheglof the order of
0.95, revealing that the mesh always allows to fully leverdgeupload bandwidth
that the peers make available to the system. In the multipkeltased architecture,
when the average per-connection bandwidth is low, systéiration is poor: this
is caused by parent peers that cannot satisfyingly suppaonesa downstream con-
nections in the trees; when the per-connection bandwidilgts, system utilization
is low too, although for a different reason: the contentlboick phenomenon ap-
pears. In between these two extremes, satisfying valuesrmhiaidth utilization are
achieved, that are however slightly lower — of the order &f-0.with respect to
the alternative system: they are obtained in the proximiti(e= 1, i.e., when the
per-connection bandwidth is slightly higher than the thecdgtion bandwidthowy.
Fig.27 illustrates in a qualitative manner this behavior.

Next, the behavior of the average received quality is ingastd. As Fig.28 in-
dicates, the quality always increases with the per-coimebandwidth in the mesh
system, in a practically linear manner; in the multiple tapproach, increasing the
per-connection bandwidth causes the average quality thrdee target value of
deg, but this limit is not trespassed.

It can be concluded that the mesh-system can fruitfully@kphy value of peer
bandwidth, delivering a proportionally higher quality.
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Fig. 27 The qualitative dependence of system bandwidth utilizatiothe average per-connection
bandwidth

When the number of peers that a chunk visits before reachmgléistination
peer is computed, the simulations reveal that the averabdqragth is longer in the
mesh-based approach, as expected.

When the effect of bandwidth heterogeneity among peers entako account,
both architectures display better utilization and quality

In contrast, when the effect of the overlay size is examitieel study indicates
that the mesh successfully scales, whereas the bandwilitatinn and the quality
of the multiple tree approach gradually worsen. This canxptaéed by the fact
that with no changes in the degree, the depth of the treesdses.

As for the ability to cope with churns, this comparative stagsumes that the
duration of the peer session is lognormally distributed tiat the peer interarrival
times obey a Pareto distribution, with properly set paransg6].

It is observed that the path from source to individual pegraare stable in the
mesh, and that for both approaches the ancestor changsm@cacases with peer
population, due to the fact that the average distance betweers increases with
peer population.

In conclusion, this numerical investigation provides uséfisights when the
main focus is on bandwidth utilization and quality; with pest to these perfor-
mance metrics, its outcomes indicate that the mesh-basbdemture consistently
achieves superior performance. However, the study onliiafigrinvestigates the
delays introduced by the mesh architecture, a delicate isssuialso [7] and [18]
have evidenced.



34 Maria Luisa Merani and Daniela Saladino

mesh

Z
E .
= multiple trees
4]
S deg L
Tt
4
-«

0

Average per-connection bandwidth

Fig. 28 The average received quality as a function of the per-cdiorebandwidth

7 Open issues and promising solutions

A wide, large-scale deployment of P2P architectures teidige live video stream-
ing over the Internet still requires sound answers to séebialenging questions:
we provide a brief “to-do list” in what follows.

On the Q0S/QoE side, the scarce control that P2P systemsohatve quality
the viewers endure is undoubtedly an issue, mainly in higithamic environments.
This limit is intrinsic to the structure of the current Imet; nevertheless, it needs to
be adequately tackled in the light of commercial, pervaaiyeption of P2P-based
solutions.

Directly related to the QoE issue, there lies the necessitjetrease the start-
up delays, that are often in the order of several tens of skcatefinitely a new,
undesired experience for viewers of ordinary TV channbk, on the contrary often
and rapidly change channel. As [17] indicates, possiblet&ols to investigate are
network coding and redundant downloading. Another suggespproach requires
the employment of dedicated servers, that provide the \atleglatively low quality,
whereas the P2P overlay guarantees the high quality vided\den a peer joins
the system, it first — and quickly — receives the low qualitgam from the server,
then begins to effectively employ the P2P network to obth@tideo at a higher
quality.

Also, smaller playback lags are needed, to avoid the weitdison where the
frames that some peers view are minutes behind other pdesscdlls for efficient
chunk scheduling techniques and more intelligent peetiragegjies.
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On the network side, a crucial point is represented by thaanghat P2P traffic
has on ISP infrastructures: simple peer selection and rargttheduling usually
place a significant burden on the underlying network, andspaee highly spread,
as the geolocalization analysis shows. Network-awarairesallocation within the
overlay should substantially help in relieving the strain.

Finally, users lying behind NAT and firewalls may not be aldecontribute to
the system with their upload bandwidth: better NAT travesshemes have to be
put into use; how to treat such users, what QoE they shouklveds also an in-
teresting dilemma. The work in [3] suggests some simpleraelseo improve the
overlay construction when peers lie behind a NAT: we repuoetrt in Fig.29. As
shown in Fig.29 (a), one of the peers could take on the redpbtysof broadcast-
ing to all other users behind the NAT; alternatively, theaming P2P traffic could
be confined, yet some redundancy be guaranteed, as Figs2@imarizes.

o ﬁ NAT device |"“ | NAT device

|
=\

= ( )

]

—_— 288
(b)

]

'l

@

Fig. 29 (a) A possible optimization scheme for NAT users; (b) An alternatletion

On the measurement side, the remote monitoring of P2P sgstem further,
significant chapter: [27] represents a good example of hotrattk playback con-
tinuity, start-up latency and playback lags in a networkievimanner relying upon
the harvesting of buffer maps. However, this is “only” passhonitoring: proactive
countermeasures are still to be devised, to assure andcpeotatisfying viewing
experience.

We dot not have room to explore in detail all these intergstjnestions; rather,
we have intentionally decided to concentrate on a specifienfsing instance of en-
hancement, that is, network coding. For doing so, we ref@8pand [29], notwith-
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standing that there are several alternative approachesrhaqually worth being
investigated.

The first step to understand the potential of network codin@®P video stream-
ing was performed in [28], where a conventional pull-bas2e Bverlay was di-
rectly compared with the analogous one enhanced by the iadagtrandom net-
work coding. In the latter system, each video chbrg further divided intan blocks
b = [by,by,...,by], each blocky having a fixed sizé&. When a video chunk has to
be transmitted to a peer, the parent, gayather than sending the entire chunk,
choosesn blocks out of then within the chunkm < n, and a set of random coeffi-
cientscy, Cy, ..., Cy in the Galois fieIdGF(Zs), to produce one coded bloglof size
k:

X— icip.bip. (14)

As each coded block is a linear combinatiomwobriginal blocks, it is uniquely
identified by the coefficients of the combination. Then, theept peep transmits
the coded block, together with the coefficients of the lireanbination (a overhead
not to be underestimated).

As the session proceeds, a peer accumulates coded blookggnparents and in
turn encodes blocks to forward to its child peers. The dastin peed can recover
the original video chunk as soon as it has receividear independent coded blocks
X = [X1,X2,...,%n], taking advantage of the following relation:

b=A"1.x", (15)

whereA is the matrix of the coding coefficients vfeach row inA corresponds to
the coefficients of one coded block).

The decoding process becomes faster resorting to Gausarlelimination: now
the peer starts to decode a video chunk as soon as it recvisti coded block.
Moreover, if the peer receives a coded block that is linedelyendent on previously
received blocks, the elimination process provides an afizmw; in turn, this event
triggers the discarding of the coded block, while the rezekeeps waiting for ad-
ditional data. In other words, there is no need ofagmriori check on the received
blocks, to guarantee they are linear independent.

What the authors of the study in [28] observe is that the oyeslith random
network coding is more resilient against network dynamieg achieves a better
bandwidth usage. This has to be ascribed to the finer gratyutatroduced by the
coding mechanism in the streaming process: the system auttiiei coded block,
rather than the entire video chunk.

Also note that in this overlay a peer missing a video chunk beserved by mul-
tiple randomly selected peers that have coded blocks ofaime sequested chunk.

Last remark becomes crucial for the design of the novel P@Rirsing system
proposed in [29], and termew?.

Here too, random network coding is confined within the sirgiank, for the
primary reason of reducing the number of blocks that the égicbas to manipulate,
therefore limiting its complexity.
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However, to enhance the probability of having different tiplg sources for the
same video chunk, each contributing with its own coded hldlsis new system
employs a random push, rather than the explicit pull regutweit are typical of
mesh-based systems, to drive the diffusion process.

In greater detall, it is the destination peer, shyhat — very frequently — adver-
tises what its missing chunks are (rather than what its aiitly is), via its buffer
maps. Now any peep that receives this information and possesses any of these
chunks can potentially act as one of the origins for that khiimdeed, the algo-
rithm states that, ip possesses the churfkrandomly decides whether to push out
one coded block of the chunk théis missing.

A video chunk is therefore truly served by multiple origingt peers, and this
choice allows to take full advantage of the benefits randotwar& coding brings
in. While the session proceeds, the receiving peer accuesutatded blocks from
different contributing peers into its local buffer; as ir8[2it immediately starts the
progressive decoding process resorting to Gauss-Joritaimaiion.

The reader is referred to [29] for the thorough descriptibiRdand of all its
characteristics and constituent algorithms.

The idea behind th&? proposal is depicted in Fig.30, that helps to understand
how it departs from a traditional pull-based overlay, whosacept is shown in
Fig.31.

[ available video chunk
—— 1 missing video chunk

peers providing content at peer p

(

video stream reconstructed at peer p

Fig. 30 The concept behinB? and its adoption of network coding

As intuition also suggests, the newly proposed architecaliows the adoption
of much larger video chunks than pull-based overlays. Taiske qualitatively ex-
plained observing that in a conventional system a missidgo/ichunk is served
by one partner peer at a time. In contrast, a missing videalchuR? is typically
sent by multiple originating peers, and each of them selgata proper algorithm
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Fig. 31 The concept behind a traditional pull-based mesh system

(i) which chunk to send; (i) what coding coefficients to uEguivalently, peers
collaborate, randomly and without any explicit knowleddeach other, to the re-
construction of each chunk.

Several additional assumptions are introduced in [29] amdribute to the sat-
isfying performance of the system: to cite a few, playbackyischronized, so as to
maximize the overlap of playback buffers in the peers; pesasive buffer maps in
an extremely timely manner; when composing coded blockerspattribute higher
priority to video chunks close to the — common — playback deadAs a conse-
quence, the study in [29] demonstrates tR&twhen properly tuned, outperforms
conventional P2P solutions: it significantly reduces thember of playback skips
in a streaming session, therefore achieving better playQaality; it quickly fills
buffers at the peers at start up time and it maintains themuadely filled during
the entire session, despite of peers’ departures andlari@a the negative side, the
new system has to be carefully tuned in terms of chunk anIslize; it does imply
complex choices, such as the synchronization of peers;ntatas buffer maps to
be almost continuously exchanged and control messagesstittibe a non negligi-
ble fraction of the entire traffic. Nevertheless, it trulpresents the first step toward
a deeper understanding of the potential of random netwatkhgdn P2P overlays.
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