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IEEE AND COMSOC: ONE FOR ALL AND ALL FOR ONE!

he IEEE Communications Society
(ComSoc) is one of 45 technical soci-

eties and councils that provide the foundation
for the IEEE’s broad range of technical, pro-
fessional, and humanitarian activities. These
societies and councils are also part of a much
broader, higher-level framework that includes
Organizational Units (OUs) such as Member
and Geographic Activities, Standards Activi-
ties, Educational Activities, etc. ComSoc and
the extensive IEEE organization offer a wide
range of valuable products and services to
their members and the broader, global com-
munity. To succeed in fulfilling its mission, it
is important that ComSoc recognize the wider
IEEE landscape, and avoid “silo” thinking.
This month’s column, shared with Doug Zuck-
erman, provides perspectives on how the
activities of ComSoc and its parent IEEE go
hand in hand to enhance the value offered to
IEEE and Society members by being, “One
for All and All for One!”

An active volunteer for more than 30 years,
Doug Zuckerman is a past IEEE Division III
(Communications Technology) Director, was
2008-2009 President of the IEEE Communi-
cations Society, and previously held leadership
positions in conferences, publications, and
membership development. He received his
B.S., M.S., and Eng.Sc.D degrees from
Columbia University, USA, and is an IEEE
Life Fellow. His professional experience,
mainly at Bell Labs and Telcordia Technolo-
gies, USA, spans the operations, management,
and engineering of emerging communications technologies,
networks, and applications. His work heavily influenced early
standards for management of telecommunications networks.
Presently semi-retired, he is still active in standards as a rep-
resentative to the Optical Internetworking Forum. Much of
his professional life has been dedicated to IEEE activities. His
service resulted in the following honors: IEEE Third Millenni-
um Medal, the IEEE Communications Society’s McLellan
Award for meritorious service, its Conference Achieve- ment
Award, and the Salah Aidarous Memorial Award.

GOING BEYOND THE SILO
Nowadays, the IEEE OUs holistically embrace going

“beyond the silo” as a key paradigm for achieving their mis-
sion and thriving within the broader IEEE community. Com-
Soc formalized its approach to this through establishing an
IEEE/ComSoc Coordination Committee to enhance the value
of working with IEEE and its OUs. However, thinking beyond
the silo was not always the case.

To understand the background, we refer back to the
August 2010 IEEE Communications Magazine President’s
Page titled, “IEEE and ComSoc: Maximizing the Value”:

“Many years ago, ComSoc enjoyed the strong support of
the telecom companies that inhabited the pre-Divestiture
world. It could count on scores of volunteers to organize and
implement its key conference and publication activities. It was
on a growth trajectory, with little need to look toward IEEE

for ‘help.’ This set the stage for ComSoc to
operate fairly independently, while still sup-
porting its IEEE parent. Certainly, there
were no proactive efforts aimed at strength-
ening the IEEE-ComSoc relationship beyond
the minimal that was required.

“Time went by, the 1984 Divestiture result-
ed in fewer volunteers being supported by
their companies to actively conduct ComSoc’s
activities, and both IEEE and the Society
began relying more heavily on paid staff to
assure continuation and growth in strong
membership-oriented programs. ComSoc, as
a very large IEEE society (second in size only
to the Computer Society), began developing
its own automated tools, including some that
would aim at offering a ‘portal’ for all com-
munications professionals’ needs. At the
same time, IEEE (ten times larger than Com-
Soc), was developing its own version of a
‘portal.’ The IEEE platform aimed then, as
now, to meet the needs of not just one, but
the full range of its operating units (OUs).
Such OUs included all the technical societies
falling under Technical Activities (TA), as
well as (in today’s terminology) the Member
and Geographic Activities (MGA), Educa-
tional Activities (EA), Standards Activities
(SA), IEEE-USA, and so on.

“The IEEE and ComSoc activities were no
longer disjointed and had to be approached
in concert. ComSoc’s presidents and its divi-
sion directors started actively participating on
what had now become relevant IEEE boards

and committees. Recognizing the benefits to both IEEE and
ComSoc that could be attained by such engagement, the Com-
Soc Board of Governors established an IEEE/ComSoc Coor-
dination Committee (ICCC).

“From the ComSoc Bylaws, ‘This committee is responsible
for the Society's internal coordination and cooperation with
IEEE entities and for enhancing Society relations with IEEE
governance and staff.’ The committtee is chaired by a volun-
teer having experience at both the Society and IEEE level,
and serves for a term concurrent with that of the Society pres-
ident. Its membership includes the President (Byeong Gi
Lee), Past President (Doug Zuckerman – also Chair) or Presi-
dent-Elect, VP Member Relations (Sergio Benedetto), IEEE
Division III Director (Nim Cheung) and Past Director (Curtis
Siller) or Director-Elect, and the Director of Sister & Related
Societies (Roberto Saracco).

“It has currently been focusing on the following activities:
Information Sharing: IEEE/ComSoc Coordinating Com-

mittee members actively participate in various IEEE boards
and committees, and share the results from and seek input to
important initiatives, policy setting, strategic planning, and
operational activities conducted by IEEE or its OUs. In addi-
tion to email, reports are provided at our key leadership
meetings, including the Retreat, OpCom, and Board of Gov-
ernors meetings.

Response to IEEE and OU Nomination Calls: IEEE and
its OUs regularly seek potential candidates for a large number

T

SERGIO BENEDETTO

DOUG ZUCKERMAN
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of important leadership positions outside of ComSoc, ranging
from committee membership (e.g. TAB Periodicals Commit-
tee) all the way up to IEEE President. Though ComSoc is not
officially entitled to individual positions, its solid base of expe-
rienced and qualified volunteer leaders have much to offer
(and bring back) when serving in the non-ComSoc positions at
IEEE. Our coordination committee helps spread the word
and encourages colleagues to be placed under such considera-
tion by the IEEE, TAB, or other OU nomination committees.

Joint IEEE and ComSoc Staff Meetings: IEEE and Com-
Soc staff regularly meet from the Executive Director level on
down to assure a common understanding of each organiza-
tion’s activities, to optimize their strategies and implementa-
tions. A goal is to provide the best possible value to the
members while avoiding duplication of efforts within the cor-
porate structure.

“These core committee activities have resulted in a signifi-
cant – and growing – number of qualified ComSoc colleagues
taking on increasingly important roles at the IEEE and other
OU level, allowing ComSoc volunteer leadership to share
their own experiences as well as learn from the experiences of
others from outside other IEEE units.”

COLLABORATION ON
FUTURE TECHNOLOGIES AND APPLICATIONS

A fruitful area for “One for All and All for One!” collabo-
ration is ComSoc’s active engagement in programs and initia-
tives launched through the TAB Future Directions Committee
(FDC) and the IEEE New Initiatives Committee (NIC), with
support from ComSoc’s Emerging Technologies Committee
(ETC). These three committees are described below.

TAB Future Directions Committee (from the Technical Activi-
ties Board Operations Manual):

“The IEEE Future Directions Committee (FDC) reports
to, and is a Standing Committee of, the TAB Strategic Plan-
ning Committee. The principal mission of the IEEE Future
Directions Committee is to anticipate and determine the
direction of existing, new and emerging technologies, and
related issues, and to spearhead their investigation and devel-
opment by IEEE in association with Societies/Councils
(S/C’s). The emphasis is on new, emerging technical areas
either not adequately covered by existing S/C’s, or which over-
lap the fields of interest of the existing S/C’s, taking a collabo-
rative view that would often involve other constituencies.”

The Future Directions Committee works with the IEEE
technical societies, such as ComSoc, to nimbly identify opportu-
nities for IEEE to be a world leader in advancing new technolo-
gies for humanity. A streamlined process is in place to provide
limited funding to get new initiatives off to a quick start.

An example is this year’s launch of volunteer and staff
activity on Software Defined Networks (SDN). ComSoc mem-
bers active in the area worked with the FDC in identifying
how IEEE could visibly contribute to development of this
important technology. A special workshop was held by FDC
to bring together experts with an interest in this field and who
were enthusiastic about launching such a program through
IEEE and its OUs, including ComSoc. To help enable IEEE
future direction activities in SDN and other new topics, FDC
has a small amount of seed funding available, currently limit-
ed at $US40K.

IEEE New Initiatives Committee (from the IEEE Bylaws): 
“The IEEE New Initiatives Committee (NIC) shall be a

committee of and report directly to the IEEE Board of Direc-

tors. The NIC shall identify, recommend, and monitor new
initiative projects and programs consistent with IEEE’s vision,
mission, and Strategic Plan.”

The New Initiatives Committee goes beyond just seeding
new areas. It has substantial funding available for up to
three years for a new technology initiative to be launched,
operated, and transitioned into a sustainable program. It
often will be a follow-on to initiatives seeded by the Future
Directions Committee – FDC and NIC work very closely
with each other.

An example of an IEEE New Initiative is the IEEE Cloud
Computing Initiative (CCI; see cloudcomputing.ieee.org).
NIC funded this initiative for three years starting in 2012.
The main purpose of the initiative was to a) enable more
efficient collaboration and achieve synergy across cloud com-
puting activities that were scattered across IEEE’s OUs, and
b) show the world that IEEE is a key player in cloud com-
puting (and networking). Its activities were initially struc-
tured into tracks covering Conferences, Publications,
Education, Standards, and Testbed. A new track on Big
Data was added around the third year, using the CCI infra-
structure to nurture it toward becoming its own New Initia-
tive with a three-year funding cycle starting in 2015. Multiple
societies participated in CCI, with the Computer Society,
Communications Society, Signal Processing Society, Vehicu-
lar Technology Society, and Consumer Electronics Society
being the main contributors. Due to its size and complexity,
IEEE assigned a program director to work closely with the
volunteers and other staff to coordinate and manage the ini-
tiative’s activities.

ComSoc Emerging Technologies Committee
To ease ComSoc’s involvement with the TAB FDC and

IEEE NIC initiatives and programs, ComSoc has a standing
Emerging Technologies Committee. This committee nurtures
potential new technical committees in hot new areas. For
example, ETC created a sub-Technical Committee on Cloud
Computing and Networking. This sub-TC has actively partici-
pated in the IEEE Cloud Computing Initiative by organizing
panels and stimulating paper submissions to conferences and
periodicals. ComSoc’s Emerging Technologies Committee can
also be a source of proposals for new initiatives in hot new
technology areas.

BENEFITS OF COLLABORATION
The Cloud Computing Initiative is a good example of the

benefits achievable through cross-OU collaboration. Each
CCI track accrued benefits summarized as follows:

Conferences: Increased global visibility and higher
attendance were achieved through CCI co-branding of
existing or new IEEE (and some non-IEEE) conferences.
Some examples were the new IEEE CloudNet, broadened
IEEE COMPSAC, and the CCI-initiated and supported
CCEM (Cloud Computing for Emerging Markets) confer-
ences. Also, CCI organized regional cloud congresses in
North America, Latin America, Europe, and Asia, built
around existing or new conferences that covered cloud
computing and networking.  An example is  the North
American Regional Cloud Congress held at ComSoc’s flag-
ship IEEE GLOBECOM during the three-year Initiative
funding period.

Periodicals: The Initiative brought together multiple Soci-
eties, including ComSoc, in launching new periodicals on
Cloud Computing and Big Data. These included the IEEE
Transactions on Cloud Computing, IEEE Transactions on Big
Data, and IEEE Cloud Computing Magazine. Researchers and
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others could now publish their work in high quality IEEE
periodicals, and IEEE will receive additional revenue from
Xplore and other access to these publications.

Education: In concert with IEEE Educational Activities,
the Initiative developed extensive course material on cloud
computing. The content is in modular form and will be
offered in various combinations.

Standards: An important Initiative contribution of high
value to industry was its development of two important stan-
dards on cloud interoperability: P2301 (cloud profiles) and
P2301 (Intercloud). These still need to be proven in but show
IEEE as a leader in addressing the growing challenge of many
clouds having to interact with each other, i.e. “the Inter-
cloud.”

Testbed: The Initiative, through the IEEE Standards Asso-
ciation, engaged participation from across industry aimed at
testing and refining the IEEE cloud interoperability standards
for the Intercloud.

Big Data: The Cloud Computing Initiative provided a
home for this increasingly important topic, which itself will
become the IEEE Big Data Initiative starting in 2015. CCI
facilitated launch of the new IEEE Transactions on Big Data,
and provided opportunities for Big Data to be prominently
included in conferences and IEEE periodicals. In addition, it
worked with IEEE Corporate to establish an agreement with
the New Jersey Big Data Alliance for future collaboration
with IEEE.

The Cloud Computing Initiative is currently winding
down as a NIC-subsidized initiative. However, plans are
already in place for it to morph over to an IEEE Cloud
Computing Program that will be centered in the IEEE Com-
puter Society but which will nonetheless continue with active
participation by at least a half dozen societies, councils, and
other OUs (ComSoc plans to be a “partner” in this ongoing,
sustainable program).

Examples of ComSoc engagement with other cross-OU ini-
tiatives or programs are those on Green ICT (which ComSoc
leads, currently still subsidized by NIC) and Smart Grid
(which the Power Engineering Society leads and which has
already gone past its three-year NIC funding cycle).

THE CHALLENGE OF ONE FOR ALL AND ALL FOR ONE

“One for All and All for One!” is a worthy goal for one
and for all. Achieving this goal is not automatic and faces
challenges. Changes in industry structure and the world econ-
omy, together with “open access” trends, are presenting
major challenges and opportunities to IEEE and its societies,
including ComSoc. Collaboration across IEEE’s technical
societies, councils, and other OUs holds the key to IEEE’s
future in responding to these challenges. Areas impacting all
of IEEE, along with some possible paths toward improve-
ment, include: 
•Budget Reform: Clarify and improve financial statement

transparency to allow informed decisions.
•Simplify Rules: Simplify complex conference and publica-

tion rules to ease participation.
•Openness/Inclusiveness: Improve openness and inclusive-

ness in all our activities.
•Leadership Demographics: Engage more non-US volun-

teers in top leadership roles using nomination and ballot-
ing strategies.

•Industry Engagement: Establish “special interest groups”
within TAB and the Societies/Councils to engage more
industry.

•Standards Activities: Create a “standards committee” to
focus and coordinate cross-Society/Council involvement
with IEEE-Standards Association.

•Education: Leverage TAB’s competences to grow Educa-
tion into a major activity, comparable to Publications and
Conferences.
ComSoc can and should play a key role in leading the way

with its partner OUs in addressing these and other opportuni-
ties and challenges.

This month’s column has highlighted the value provided by
collaborating within the broader IEEE community. While it’s
likely easier for organizations to collectively go beyond silo
thinking, it may be harder for individuals to do so. Each soci-
ety, council, or other OU has its own unique culture and set
of values. This needs to be taken into account as we leverage
our unique strengths to achieve the vision of, “ComSoc for
IEEE and IEEE for ComSoc!”
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Following the opening article by
Prof. Andrea Goldsmith (former ETC
chair), published in IEEE Communica-
tion Magazine in the December 2013
issue, I am very pleased to write the
second edition of this column to further
promote emerging technologies in the
broad field of communications and
related areas.

It is well known that communica-
tions are getting more ubiquitous and
diverse and have become more interdis-
ciplinary. Mobile computing, cloud
computing, social networks, big data,
and the Internet of Things have enabled
us to access, use, and manage informa-
tion almost anywhere and at any time.
The communications market also began
to evolve into a software and content
driven market, where “communication”
itself is getting more invisible or, in
some sense, has been integrated into
other fields like computing and social
media. All these paradigm shifts have
changed the rule of the game and, in
fact, further expanded the scope of
communications (and therefore the
scope of emerging technologies). It is
likely that we have been told to get our
heads out of the clouds at one point in
our lives. However, emerging technolo-
gies in the communications field are
now forcing us to get our heads into the
“cloud” and our hands on our mobile
data. They have the potential to create
new industries and transform existing
ones at an ever-increasing rate.

While the emerging technologies are
expected to drive the growth of the IT
market, identifying them and determin-
ing how to best leverage them is not an
easy job. This is mainly because emerg-
ing technologies are by their nature
unknown, unproven, and risky, and are
therefore difficult to manage. As a
result, IT organizations (including Com-
Soc) are faced with the task of not only
identifying relevant emerging technolo-
gies, but also developing their organiza-
tional awareness and motivation to
nurture them. In this context, the
emerging technologies committee
(ETC) of ComSoc should play a key
role in coordinating the wide range of
activities in identifying and nurturing
new technology directions within and
also outside of ComSoc. 

In this article I first outline the scope
of two emerging technology subcommit-
tees, which were not shown in the pre-
vious issue last year. Members with a
common interest in these technology

areas (including those in the subcom-
mittees shown in the last issue) are
strongly encouraged to join the sub-
committees.

5G MOBILE WIRELESS INTERNET
The 5G “Mobile Wireless Internet”

Technical Subcommittee will focus on
exploring and elucidating all facets of
the next generation of 5G Mobile Wire-
less Internet technologies, business and
societal gaps, and challenges between
the current 3G-4G-LTE access-only
Internet models and the proper vision
of 5G, evolutionary or revolutionary, to
go beyond just access by embracing and
facilitating the upfront integration of all
new technologies (Internet of things,
software-defined networks and network
function virtualization, cloud comput-
ing, etc.) to be user-transparent, app-
oriented, service-ready, ubiquitous, and
lowest cost.

The objectives of this committee are
to facilitate the worldwide harmonization
of industry research and best practices
for deployment user scenarios of the
global 5G industry ecosystem, the built-in
security and privacy by design in 5G, and
explore the different ways to enable next
generation Internet protocols over the
next generation of empowered devices in
order to reach convergence and end to
end transparency.

This committee will also pursue a
grander collaboration with IEEE TCs
and non-IEEE industry standardization
organizations as well as research enrich-
ments from academia. For this purpose,
it will invite at the next Globecom and
ICC events 5G experts and IP designers
from the IETF. This multi-discipline
gathering of the members from this
sub-TC will promote a common under-
standing to enable the convergence, gov-
ernance, integration, and security of 5G.

SOFTWARE DEFINED NETWORKING
AND NETWORK FUNCTION

VIRTUALIZATION

The Software Defined Networks
(SDN) and Network Function Virtual-
ization (NFV) Technical Sub-commit-
tee will focus on exploring next
generation networking technologies
enabling software defined service deliv-
ery, network virtualization, network
function virtualization, and the enable-
ment of mobility. The subcommittee
will analyze and drive integration
around the touch points with all the

other major IT inflexion points such as
next generation IP, compute and stor-
age virtualization, cloud, mobility, and
the next generation applications. The
key challenge to be addressed is to sup-
port multivendor networks in a software
defined infrastructure that meets the
demands of the next generation IT envi-
ronments.

Topics addressed by the subcommit-
tee will include network architecture,
protocols and implementations that
fully leverage the SDN/NFV concepts,
strengths and weaknesses of current
standards such as OpenFlow, alignment
with cloud standards and IPv6 concepts,
security considerations of SDN/NFV,
innovative architectures, operations and
service assurance in SDN/NFV-enabled
environments; and education to develop
the engineering talent needed to design,
deploy, and operate SDN/NFV environ-
ments. This committee will harmonize
its work with the Open Networking
Foundation (ONF), IEEE, and non-
IEEE organizations from academia and
industry, including the academic
research community, SDN/NFV and
next-generation infrastructure projects,
and standardization bodies.

Looking ahead, I would like to
encourage all ComSoc members to
broaden your vision across all the
potential fields linked directly or indi-
rectly to the discipline of communica-
tions and to propose new subcom-
mittees accordingly. To do that, we can
start from our ground breaking docu-
ment “ComSoc Vision 2020”, from
where one can grasp the new trends in
communications. 

•ComSoc should better address
multi-disciplinary areas in which com-
munications has a role and include
them in its technical scope. These could
include borrowing concepts from biolo-
gy, such as neuron networks, as a struc-
tural basis for coexistence of informa-
tion processing and communications.

•ComSoc should address new areas,
such as micro-communications.

•ComSoc should pay attention to
content distribution networks, which
have become very important for media
and information distribution. The relat-
ed areas of data mining, analysis and
management, and information storage,
accessibility, and security, should also
be covered.

•ComSoc can be an important con-
tributor to a ‘smart city’ vision and the

NURTURING EMERGING TECHNOLOGIES IN CLOUDS
ZHISHENG NIU, CHAIR, EMERGING TECHNOLOGIES COMMITTEE
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associated technologies, with recogni-
tion of social and economic considera-
tions.

•ComSoc needs to become more
heavily involved in sensor networks and
clouds, which are going to be distribut-
ed all over the network, including edge
networks, terminals, and communicat-
ing objects. Indeed, in many cases, they
will be the network.

Members of the Society interested in
organizing new technical groups should
submit a written proposal to the VP of
Technical Activities (VP-TA), copied to
the ETC chair. The proposal should
include the following sections:

•Name of proposed sub-committee.
•Charter of proposed subcommittee.
•Subcommittee website or plans to

create a website (new subcommittees
must create a website within one month
of formation). The website must include
the subcommittee name, charter, offi-
cers, and activities. The subcommittee
will not be listed on the ETC website
until it creates its own website. 

•Rationale for organizing the sub-
committee (i.e. differentiation of the
proposed subcommittee relative to
existing ETC subcommittees, ComSoc
Technical Committees, and other pro-
fessional groups).

•Proposed activities (e.g. conference
and workshop organization, contribu-
tions to IEEE publications, etc.)

•Proposed officers (chair, vice-chair,
secretary, and any other positions).

•Names and emails of at least 10
IEEE members that are members or
interested in becoming members of the
sub-committee.

The VP-TA will evaluate the pro-
posal in consultation with the ETC
chair and members of the Technical

Activities Council and make a decision
to approve or reject the formation of
the sub-committee. The new sub-com-
mittee can then be organized with an
approval and will report to the ETC
chair. Each subcommittee will be
required to submit an annual report to
the ETC for review. Each subcommit-
tee is also required to keep its website
up to date. Subcommittees are also
required to organize at least one meet-
ing per year for all members. The meet-
ing will ideally take place at an
appropriate workshop or conference,
but can be organized as a virtual meet-
ing or conference call as well. A list of
attendees to the meeting is required as
part of the subcommittee annual report.
The report, together with information
on the subcommittee website, will be
used to generate an annual evaluation
by the ETC that will be sent to each
subcommittee chair identifying
strengths and making recommendations
for improvement. 

The VP-TA, together with the ETC
chair and members of the Technical
Affairs Council, will annually review the
progress of each sub-committee and
make one of the following decisions at
the beginning of each calendar year.

•Continuation of the sub-committee
(unconditional or under probation.
Subcommittees under probation must
address issues for which they are under
probation within the following calendar
year or they will be terminated.)

•Termination of the sub-committee.
(Note: such decisions cannot not be
made for sub-committees that have
been formed for less than one year.)

•Recommend that the status of the
sub-committee be changed to that of a
full-fledged technical committee, in

accordance with the Society’s Constitu-
tion and Bylaws. A recommendation of
this nature will be made to the VP-TA
along with supporting documents, who
will solicit approval of the new Techni-
cal Committee from the ComSoc BoG. 

Last month I received a new propos-
al for establishing a new subcommittee
on big data processing, analytics, and
networking, which is under review. But
of course, this is far less than enough.
It is therefore highly encouraged to
make more proposals in the coming
years. Some potential areas include but
not limited to:

1) Micro-communications (we are
already looking at sensors.) In the com-
ing years we will see a trend toward
zero consumption and that will require
new approaches to communications.

2) Future network (incorporate com-
putation, storage, and big data into the
network).

3) Data center networking or on-
chip networking.

4) Wireless network convergence
(e.g. outdoor and indoor).

5) Biomedical communications
(brain-machine interface, in-body net-
works, compliments e-Health, …)

In summary, as my predecessor did,
I would like to encourage all ComSoc
members to participate in ETC sub-
committees that intersect with their
interests, and to propose new ones asso-
ciated with emerging technologies in
the field of communications and related
disciplines. I also encourage all readers
to contact me if you have other ideas
about how ComSoc can promote and
participate in emerging technologies,
which will help maintain its leadership
and vision in the field of communica-
tions.

EMERGING TECHNOLOGIES IN COMMUNICATIONS
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CONFERENCE CALENDAR

2014
N O V E M B E R

IEEE SmartGridComm 2014 — 5th
IEEE Int’l. Conference on Smart Grid
Communications, 3–6 Nov.
Venice, Italy.
http://sgc2014.ieee-smartgridcomm.org/

IEEE LATINCOM 2014 — IEEE Latin-
American Conference on Communi-
cations, 5–7 Nov.
Cartagena de Indias, Colombia
http://www.ieee-latincom.org/

IEEE CCW 2014 — 28th IEEE Annual
Computer Communications Work-
shop, 6–7 Nov.

Philadelphia, PA.
http://www.kkant.net/CCW2014/

IEEE OnlineGreenComm — 2014
IEEE Conference on Green Commu-
nications, 12–14 Nov.
Online
http://www.ieee-onlinegreencomm.org/2014/

WD 2014 — IFIP Wireless Days 2014
Conference, 12–14 Nov.
Rio de Janeiro, Brazil.
http://www.wireless-days.org/

RNDM 2014 — 6th Int’l. Workshop on
Reliable Networks Design and Model-
ing, 17–19 Nov.
Barcelona, Spain.
http://www.rndm.pl/2014/

CNSM 2014 — 10th Int’l. Conference
on Network and Service Manage-
ment, 17–21 Nov.
Rio de Janeiro, Brazil.
http://www.cnsm-conf.org/2014/

IEEE LATINCLOUD 2014 — IEEE Latin
American Conference on Cloud
Computing and Communications,
24–25 Nov.
Rio de Janeiro, Brazil.
http://www.ieee-latincloud.org/2014/

ATNAC 2014 — 2014 Australasian
Telecommunication Networks and
Applications Conference, 26–28 Nov.
Melbourne, Australia.
http://www.atnac.org/

D E C E M B E R

IEEE CAMAD 2014 — IEEE Int’l.
Workshop on Computer-Aided
Modeling Analysis and Design of
Communication Links and Net-
works, 1–3 Dec.
Athens, Greece.
http://www.ieee-camad.org/

Communications Society portfolio events
appear in bold colored print.

Communications Society technically co-spon-
sored conferences appear in black italic print.

Individuals with information about upcoming
conferences, Calls for Papers, meeting
announcements, and meeting reports should
send this information to: IEEE Communica-
tions Society, 3 Park Avenue, 17th Floor,
New York, NY 10016; e-mail: p.oneill@com-
soc.org; fax: + (212) 705-8996. Items submit-
ted for publication will be included on a
space-available basis.

Updated on the Communications Society’s Web Site
www.comsoc.org/conferences
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Dr. Yeheskel Bar-Ness is a Distin-
guished Professor Emeritus of Electri-
cal and Computer Engineering who has
worked for four decades to advance the
field of electrical and computer engi-
neering.

At NJIT’s seventh annual celebra-
tion of research excellence, October 2,
2014, the Board of Overseers honored
Distinguished Professor Emeritus
Yeheskel Bar-Ness for foundational
contributions to the field of wireless
communications. Bar-Ness received the
2014 Excellence in Research Lifetime
Achievement Award for his ground-
breaking work in electrical and comput-
er engineering.

“Professor Bar-Ness is held in high
esteem nationally and internationally by
all of his peers. He has made very sub-
stantial contributions to basic knowl-
edge in his area of expertise, and his
work has influenced the quality of daily
life in significant and positive ways,”
said NJIT President Joel Bloom.

Bar-Ness founded the Elisha Yegal
Bar-Ness Center for Wireless Commu-
nications and Signal Processing
Research at NJIT in 1985, which has
long been at the forefront of wireless
technology. The Center has contributed
key technological advances in commu-
nications, including a set of algorithms
that facilitate code-division multiple
access, a digital cell phone technology
that eliminates interference caused by
high cell phone usage.

Bar-Ness and his colleagues have
developed breakthrough technologies
for industry, including a technology
known as multiple input/multiple out-
put, which uses antenna arrays to
increase the bit rate of wireless commu-
nications. In other critical work, he led
a collaborative project with Samsung to
improve the capability of Worldwide
Interoperability for Microwave Access
(WiMAX), a certification mark for
products that pass conformity tests
established by IEEE, of which he is a
Fellow and lifetime member.

“His central role in technological
innovation has, without exaggeration,
transformed the way we interact with
each other every day. He has made
major contributions to the evolution of

wireless communications,
technology basic to the practi-
cal development of systems
that have made cell phones
ubiquitous and which underlie
the transport of data for myri-
ad applications,” said Don
Sebastian, NJIT’s senior vice
president for technology and
business development, and
president and CEO of NJIT’s
New Jersey Innovation Insti-
tute. “His name appears on
more than two dozen
patents.”

Professor Zeke Bar-Ness
has been a tireless worker for
the IEEE Communications
Society over several decades.
He has been active as a con-
ference organizer, Editor, as
well as in various leadership positions
in Technical Committees. 

However, Communications Society
members particularly honor him for a
singular accomplishment of lasting
value to the Communications Society,
namelythe establishment of IEEE Com-
munications Letters, one of the archival
journals published by the Society. In
1996 he conceived the idea for a jour-
nal that would allow researchers to pub-
lish brief papers in a short turnaround
time. After a few meetings, he won the
enthusiastic support of Steve Weinstein,
who was then the Director of Publica-
tions. After approval by the Communi-
cations Society’s Board of Governors,
Zeke went to work immediately as the
charter Editor of the new publication.
The original plan was to publish the
journal bimonthly in the first year; and,
indeed, during that year six issues of
IEEE Communications Letters were
published. In those days, there were no
automated web-based submissions and
reviews, so everything was done by
hand. Zeke personally read the submit-
ted papers, found suitable editors, and
at the end of each month decided on
the organization of the articles for that
particular issue. He served as its found-
ing Editor for three years. IEEE Com-
munications Letters is now a thriving
and widely cited publication of the
Communications Society.

In 2005 the Communications Society
honored him with the IEEE Communi-
cations Society Publications Exemplary
Service Award for his “outstanding, sus-
tained, and visionary contributions to
the Communications Society publica-
tion, IEEE Transactions on Communi-
cations, plus founder and first
Editor-in-Chief of IEEE Communica-
tions Letters.”

Zeke Bar-Ness has been a principal
investigator or co-principal investigator
on research grants or contracts support-
ed by the National Science Foundation,
the New Jersey Commission on Science
and Technology, the U.S. Army, the
U.S. Air Force, and the Naval Oceanic
Center.

In 1973 he received the Kaplan
Prize, awarded annually by the govern-
ment of Israel to the 10 best technical
contributors. Bar-Ness was named an
Inventor of the Year in 2006 by the
New Jersey Inventors Hall of Fame,
sponsored by the Research & Develop-
ment Council of New Jersey. He
received his Ph.D. in applied mathe-
matics from Brown University.

“Technology changes and I change
with the technology,” Bar-Ness said of
his career in a recent biographical doc-
umentary.

His hard work, persistence, and can-
do attitude are an inspiration for all of us.

NEW JERSEY INSTITUTE OF TECHNOLOGY PRESENTS EXCELLENCE IN
RESEARCH LIFETIME ACHIEVEMENT AWARD TO YEHESKEL (ZEKE) BAR-NESS

BY RAYMOND L. PICKHOLTZ, COMSOC PRESIDENT 1990–1991, 
AND CAROLE SWAIM, EXECUTIVE & VOLUNTEER SERVICES

Mark of Excellence: Presentation of NJIT’s 2014
Excellence in Research Lifetime Achievement Award
to Dr. Yeheskel Bar-Ness. Left to right: Philip L.
Rinaldi, NJIT Overseer Chair and CEO of Philadel-
phia Energy Solutions, Zeke Bar-Ness, Joel S.
Bloom, President of NJIT
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This is the third article in the series of eight, opened in
September and published monthly in the IEEE Global Communi-
cations Newsletter, which covers all areas of IEEE ComSoc Mem-
ber Relations. In this series of articles, I introduce the seven
Member Relations Directors (namely: Sister and Related Soci-
eties; Membership Programs Development; AP, NA, LA, EAME
Regions; Marketing and Industry Relations) and the Chair of the
Women in Communications Engineering (WICE) Standing Com-
mittee. In each article, one by one they present their activities
and plans.

In this issue, I interview Wanjiun Liao,
Director of the Asia/Pacific Region. Wanjiun is
the Y. Z. Hsu Scientific Chair Professor, a Dis-
tinguished Professor and the Department Chair
of Electrical Engineering at the National Taiwan
University (NTU), Taipei, Taiwan. She was an
IEEE ComSoc Distinguished Lecturer (2011-
2012), Associate Editor of IEEE Transactions
on Wireless Communications (2003-2010),
and of IEEE Transact ions on Mult imedia
(2004-2007). She is a Fellow of IEEE. She has been a member
of the IEEE Fellow Committee since 2013. 

It is my pleasure to interview Wanjiun and offer her this
opportunity to present the activities of the AP Board.

Bregni: Wanjiun, what outstanding characteristics of the
Asia/Pacific Region would you highlight?

Liao: The Asia/Pacific (AP) region, also known as Region 10,
is the region with the largest number of members in IEEE Com-
Soc. The AP region is also one of the fastest growing economies
with exciting opportunities. This further makes Region 10 the
most popular region for ComSoc professionals to deliver Distin-
guished Lecturer Tours (DLT) and Distinguished Speaker Pro-
grams (DSP). In 2014 (as of Oct 1 2014) the total number of
DLT/DSP in the AP region is 15, which is much higher than the
total in the rest of the world!

Bregni: What about the governance of the Asia/Pacific
Region?

Liao: The IEEE ComSoc Asia/Pacific Board (APB) is a well-orga-
nized and highly respected organization in ComSoc. The reputa-
tion results from the hard work of APB officers and volunteers
over the years. The mission of APB is to address all ComSoc activ-
ities and programs related to AP members and chapters, including
fostering provision of technical activities and information services
to our members, expanding membership in AP, and reflecting the
interests of AP members in ComSoc policies and procedures. 

Bregni: How is the Asia/Pacific Board organized?
Liao: In the APB, there is one director, three vice directors,

one treasurer, and one secretary, plus five operation committees,
supported by the AP office in Singapore. We organize APB meet-
ings, including the steering meeting and the general meeting,
twice a year, at ICC and GLOBECOM. The steering meeting is to
handle challenges in promoting APB activities and to explore new
services to our members. The general meeting is to provide a
good platform for APB members to make friends, share informa-
tion, discover new research directions, and facilitate academic-
industry collaboration.

Bregni: What are the roles and responsibilities of the various
APB Officers?

Liao: In APB, the Director and the three Vice Directors oversee
the provisioning of the APB activities to all ComSoc members in
the AP region. The technical activities and service provisioning are
organized into five committees, each with one chair plus several
vice chairs: Technical Affairs Committee (TAC), Membership
Development Committee (MDC), Information Service Committee

(ISC), Meeting and Conference Committee
(MCC), and Chapter Coordination Committee
(CCC). The volunteers come from academia
and industry, with a good mix of geographical
locations, gender, and seniority. 

Bregni: It looks like a complex structure!
Would you tell us more about the scope of
those five Committees?

Liao: The mission and plan of each of the
five committees are summarized as follows:

1. TAC: to promote technical activities and
to foster award activities, including AP young researcher, out-
standing paper awards, and IEEE GOLD awards, for ComSoc
members in the AP region.

2. MDC: to collaborate with ComSoc chapters in the AP
region to promote academic and industry membership, and to
liaise with sister and related societies for professional activities.

3. ISC: to create and distribute APB newsletters, to maintain
the APB webpage, facebook, and to manage on-line DLT/DSP
programs to AP region members.

4. MCC: to encourage AP region members to organize, host,
and participate in AP regional and ComSoc flagship conferences.

5. CCC: to coordinate with IEEE ComSoc Membership Devel-
opment Program (MDP) to run DLT/DSP programs and to man-
age chapter activities in the AP region.

Bregni: What are your plans in the short term?
Liao: In the future we wil l continue our good tradit ion,

address the new needs of our members, and tackle new chal-
lenges. I believe we have formed an excellent team of APB offi-
cers who have already done a very good job. We do need more
involvement and strong support from our members. There are
many opportunities for ComSoc members in the AP region in the
near future, but to best exploit these opportunities we AP region
members must work together!

November 2014
ISSN 2374-1082

Asia/Pacific Region
Interview with Wanjiun Liao, Director of the
Asia/Pacific Region
By Stefano Bregni, Vice-President for Member Relations, and
Wanjiun Liao, Director of the Asia Pacific Region

MEMBER RELATIONS

Stefano Bregni Wanjiun Liao
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Having the opportunities to deliver several lectures on data
networking and Internet computing in Asia and Pacific, Europe,
North America and South America, I have been honored to be
appointed as an IEEE Communications Society Distinguished Lec-
turer in January 2014. 

China is my home country where I grew up and was educat-
ed. In recent years I have participated in several EU-sponsored or
bilateral projects involving some Chinese partners, which provid-
ed much enjoyment and fresh experiences with different Chinese
colleagues. Nevertheless, my personal feeling is that they are
more project-driven, unlike a global organization such as IEEE
ComSoc, which could bring a different value for the whole
research community. 

Upon the invitations of the IEEE ComSoc Shanghai Chapter
and the Beijing Chapter, I had the opportunity to make my first
DLT to China. IEEE ComSoc Asia-Pacific Project/Admin Executive
Ewell Tan was extremely efficient and professional in communi-
cating with local chapters and sectors on my DLT schedule. The
initial thought was to deliver lectures in Nanjing, Shanghai,
Wuhan, and Beijing, but due to time conflicts I could not visit
Wuhan, and some of my lectures (“Fine-Grained Multi-Resource
Scheduling in Cloud Datacenters” at Nanjing University in Nanjing
and Fudan University in Shanghai, as well as “Content Distribu-
tion: from Client/Server to Content-Oriented Publish/Subscribe
System” at Tsinghua University in Beijing) were delivered outside
the DLT program due to synchronization issues with the local
chapters. Although these lectures were not directly under the
IEEE DLT flag, Ewell encouraged me to deliver them as planned,
which actually turned out to be well perceived by colleagues and
students in these institutions. 

After my Nanjing trip, I arrived in Shanghai on 4 May and
gave a lecture at Fudan University on the morning of 5 May.
After lunch I visited Shanghai Jiao Tong University (SJTU), one of
the top engineering universities in China, for the first time, and
gave my first DLT lecture on the design, implementation, and
evaluation of scalable microblogging systems. There were over
30 attendees, some faculty members, and many graduate and
undergraduate students from SEIEE, including all students from a
seminar course usually planed for that slot. The audience
showed a great interest in the topic, and I enjoyed the interac-
tions during the talk and in the Q&A period after the presenta-
tion. In particular, I received emails from some students after the
seminar. Some of them wanted to study in Göttingen and work
on related topics. My hosts Prof. Xinwan Li (IEEE ComSoc Shang-

hai Chapter Chair, and Vice Dean of SJTU-Michigan University
Joint Institute), Prof. Xinbing Wang (IEEE ComSoc Shanghai Chap-
ter Chair), and Dr. Xiaohua Tian were very thoughtful, and warmly
invited to visit their labs in SEIEE as well as the Michigan Univer-
sity-SJTU Joint Institute. From my personal feeling, SJTU is cer-
tainly China’s most modern university, owing to their broad
visions, maximal elimination of bureaucracy, and efficient adop-
tion of a western educational culture. SJTU also has an open
mind to attract world-class experts and scientists to work there or
collaborate with them. It’s amazing that many faculty members
hold U.S., Canadian, Japanese, or European Ph.D. degrees, and
they are implementing the tenure-track system with competitive
salary and expectations. SJTU’s Minhang campus is huge, beauti-
ful, and elegant. I did not have the time to visit it except for the
office buildings of Prof. Li, Prof. Wang, and an in-campus coffee
bar, but I definitely want to see the entire campus on a future
trip.

My next DLT lecture took place at Beijing University of Posts
and Telecommunications (BUPT) on 7 May 2014. In the class-
room I was delighted to meet another DLT lecturer, Dr. Tarik
Taleb, a colleague from NEC Europe Networking Lab, Heidelberg,
Germany, who gave a lecture just before mine. We have known
each other for quite some time and we are both located in Ger-
many. His lecture focused on cloud computing architecture per-
spectives, while mine was more focused on the Internet service
and systems point of view. There were roughly 40 attendees,
mostly faculty members and graduate students from the Com-
munications Engineering department, from which I saw there was
a keen interest in learning about the social networks domain and
other emerging Internet services. After the lecture I also had the
pleasure of meeting our current EU project partners (Prof. Lin

(Continued on Newsletter page 4)

Distinguished Lecturer Tour of 
Xiaoming Fu in Shanghai and Beijing,
China, May 2014
By Xiaoming Fu, Univ. of Goettingen, Germany

Xinbing Wang, Xiaoming Fu, Xinwan Li, and Xiaohua Tian at SJTU (from left to right), right after
the Q&A.

DLT at ICT-CAS.

Lin Zhang, Tarik Taleb, Dieter Hogrefe, Xiaoming Fu, and Qimei Cui at BUPT campus.

DISTINGUISHED LECTURER TOUR
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The 5th event in the successful series of WCSP, 2013 Inter-
national Conference on Wireless Communications and Signal Pro-
cessing (WCSP 2013) was held 24-26 October at the Dragon
Hotel, around the picturesque West Lake in the beautiful city
Hangzhou, China. The conference attracted more than 250 aca-
demics, engineers, and students from 19 countries and regions
around the world.

WCSP 2013 was co-sponsored by the IEEE ComSoc Nanjing
Chapter and the IEEE SP Society Nanjing Chapter. It was also
technically co-sponsored by the IEEE Communications Society
and the China Institute of Communications. WCSP 2013 was
hosted by Zhejiang University, China, and co-organized by South-
east University, China, Nanjing University of Posts and Telecom.,
China, PLA University of Science and Tech., China, and the Uni-
versity of Science and Tech. of China. 

Following the great success of WCSP 2009, WCSP 2010,
WCSP 2011, and WCSP 2012, WCSP 2013 aims to bring togeth-
er international researchers from academia and practitioners from
industry to meet and exchange ideas and recent research
advances on all aspects of wireless communications and signal
processing. This year WCSP 2013 received a total of 601 sub-
missions from 27 countries and regions around the world. All
papers were rigorously and independently peer-reviewed by
more than 350 specialists from universities, institutes, and com-
panies around the world. Based on the level of relevance, origi-
nality, technical contributions, and presentation quality, 262 high
quality papers were selected for publication in the final confer-
ence proceedings, yielding an acceptance ratio of 43.59%.
Accepted papers were organized into 46 sessions with four tech-
nical symposia: Communication Theory Symposium, Wireless
Communications Symposium, Signal Processing for Communica-
tions Symposium, and Wireless Networking Symposium.

In addition to the exciting technical sessions, the technical
program of WCSP 2013 also featured six exceptional and splen-
did keynote speeches and an invited special talk delivered by dis-
tinguished experts from the IEEE Communication Society. The
keynote speeches addressed the following topics: “Towards a
theory of security for wireless networking” by Prof. P. R. Kumar,
IEEE Fellow, Texas A&M University, USA; “Network localization
and navigation” by Prof. Moe Win, IEEE Fellow, Massachusetts
Institute of Technology, USA; “Relay-by-smartphone: a dual mode
ad hoc network system for disaster-affected areas” by Prof. Nei
Kato, IEEE Fellow, Tohoku University, Japan; “A new paradigm for
mobile social networking: social tie, group utility maximization
and privacy” by Prof. Junshan Zhang, IEEE Fellow, Arizona State
University, USA; “Cognitive wireless networks: enabling 5G
mobile communications” by Prof. Ying Chang Liang, IEEE Fellow,
Institute for Infocomm Research, Singapore; and “Challenge of
signal processing in 5G wireless” by Mr. Ganghua Yang, Huawei
Technologies Co., Ltd., China. The invited special talk entitled
“What’s next after OFDM?” was given by Prof. Xianggen Xia, IEEE
Fellow, University of Delaware, USA. All talks aroused much inter-
est and received high praise from the attendees.

Best Paper Awards were given to 10 researchers’ work cover-
ing various aspects of wireless communications and signal pro-
cessing, namely: “Community detection based reference points
clustering for indoor localization in WLAN”; “Secrecy-based chan-
nel assignment for device-to-device communication: an auction

approach”; “Precoder design for dual-stream MIMO multicasting”;
“DCT-based channel estimator for OFDM systems: threshold set-
ting and leakage estimation”; “On the optimum energy efficiency
for flat-fading channels with rate-dependent circuit power: time-
invariant case”; “Recursive geometric water-filling for wireless links
with hybrid energy systems”; “Ergodic capacity analysis of dual-
hop ZF/MRT relaying systems with co-channel interference”;
“Power allocation strategy for MIMO broadcast channels with
receiver cooperation”; “Relay selection scheme in the presence
of co-channel interference”; and “Optimal cooperative sensing
and resource allocation in cognitive radio networks”.

WCSP 2013 also offered participants the opportunity to visit
the beautiful city of Hangzhou and its surroundings, to enjoy the
wonderful , romantic, big live-action performance ‘Impression
West Lake’, and to taste the special Hangzhou dishes as well.

Acclaimed by the participants for its high quality technical pro-
gram and excellent organization and local arrangements, WCSP
2013 achieved a great success. All 262 papers included in the
conference proceedings are included in IEEE Xplore and indexed
by EI Compendex. We believe that, under the guidance of the
steering committee and with the continuing efforts from all the

Fifth International Conference on
Wireless Communications and Signal
Processing (WCSP, 2013), Hangzhou,
China
By Zhaoyang Zhang, TPC Co-Chair, Zhejiang Univ.; Caijun Zhong,
Zhejiang Univ.; Guangguo Bi, Chair of Nanjing Chapter

The winners of the Best Paper Award at the Banquet.

Prof. P. R. Kumar delivered the keynote talk .

The General Co-Chair, vice president of Zhejiang Univ., Prof. Zhaohui Wu gave the welcome
speech at the opening ceremony.
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(Continued on Newsletter page 4)
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Zhang and Prof. Jun Guo) and IEEE ComSoc Beijing Chapter
Chair Prof. Xiaofeng Tao, and discussed some issues related to
crowdsourcing and mobile cloud computing.

I delivered my third DLT lecture at the Institute of Computing
Technology, Chinese Academy of Science (ICT-CAS), on 8 May
2014, with some 15 attendees, primarily the members and grad-
uate students from Prof. Yiqing Zhou’s lab. In the beginning Dr.
Xue Han presented the structure of ICT-CAS and research activi-
ties in their lab on behalf of Prof. Yiqing Zhou, who could not
attend the lecture due to sickness. My understanding is that they
have primarily focused physical layer, link layer, and network layer
functions in the 4G/5G direction, complementing what we have
been pursuing in the network layer and above. 

In summary, I had a pleasant and fruitful first DLT in China. I
enjoyed it very much, thanks the generous support of IEEE Com-
Soc and also the hospitality of local chapters.

DISTINGUISHED LECTURER TOUR/Continued from page 2

WCSP 2013/Continued from page 3

®

A publication of the 
IEEE Communications Society

co-organizers, the WCSP conference series has established itself
as the premier forum for the presentation of new advances and
research results in the fields of wireless communications and sig-
nal processing.

WCSP 2014, the next edition of WCSP, will take place in
Hefei, China, 23-25 Oct., 2014. The conference will be hosted
by the University of Science and Technology of China. For more
information about WCSP 2013 and WCSP 2014, please visit
http://www.ic-wcsp.org.

Looking Back at the Development of our
Technologies
Dr. Jacob Baal-Schem – SLM, Tel-Aviv University, Israel

CONFERENCE REPORT

Due to the pace of development of communications tech-
nologies, we hardly have time and interest to turn back and look
at our achievements, and to guide our students accordingly.

Just think that:
•100 years ago there were no official broadcasting stations in

the world.
•50 years ago you could hardly find a portable radio set and

all receivers worked on vacuum tubes. 
•40 years ago a “walkie-talkie” was a huge and heavy piece of

equipment.
•20 years ago the fastest way of written communication was

by facsimile.
Look around and you can still meet the people who have

developed the technologies that are so common to all of us
today. Look around and you can sense the social impacts of
these technologies on our daily life. This gives us a special
opportunity to learn and discuss with those “elders” how these
technologies were developed and receive lessons “from the
mouth of the horse.”

Actually, we seldom compare the long evolution of music
recordings — 78rpm vinyl records to the MP3 and MP4 files of
our children — and think how much effort was involved and how
many scientists and technicians have spent their lives to achieve
these changes. This is especially true for young students and
even for young engineers. The past seems unimportant to many
of them, while actually, “Who controls the past controls the
future. Who controls the present controls the past” (George
Orwell in “1984”).

The IEEE Israel Section (actually, members of the ComSoc
Chapter) has initiated, and IEEE Region 8 has approved, organiz-
ing a series of HISTory of ELectrotechnology CONferences – HIS-
TELCON. The first HISTELCON was held in Paris, France, in 2008.
The second was hosted by the Spain Section in Madrid, Spain, in
2010, and the third was hosted by the Italy Section and the local
University in Pavia, Italy, in 2012. Approaching the 2012 event,
the IEEE History Committee decided to cancel its bi-annual Histo-

ry Conference and all Committee Members participated in HIS-
TELCON. The next HISTELCON is planned to be held at Tel-Aviv
University, Israel in late August 2015, jointly with IEEE History
Committee and Center and with a new partner: the International
Committee on History of Technology (ICOHTEC). There is already
interest to hold a future HISTELCON in Tokyo, Japan, and there is
hope that the HISTELCON series will become the flagship IEEE
Conference on the History of Technology.

Each of these Conferences brings together scientists, technolo-
gists, and historians to consider the ways by which our technolo-
gies developed, mainly during the 20th century. They consist of
keynote lectures by eminent scientists, frontal presentations by
the participants (based on reviewed abstracts), panel discussions,
as well as visits to technical sites and the participation in social
events, during a full week of activities.

The technology who’s history is discussed incorporates state-
of-the-art knowledge and is valued for its inventiveness and wide
socio-cultural implications. As such, these are the focal points for
research by historians of technology, scientists, and engineers
exploring the emergence of their own field of expertise, as well as
for economists, sociologists, and others.

The organizers aspire to a multifaceted picture of the develop-
ments of such technologies from various approaches, with talks
discussing subjects that include (but are not restricted to) the ori-
gins, evolution, and demise of various techniques and methods,
their employment, spread, and appropriation, the cultural, social,
military, economic, scientific, natural, and technical factors that
shaped these events, and the ways by which technologies influ-
enced societies that adopted them.

The IEEE Israel Communications Chapter, the first Chapter of
the first Section in Region 8, has enthusiastically participated in
the organization and in the program of these Conferences, and all
ComSoc members are heartily welcomed to participate in HISTEL-
CON. For any questions, please contact: j.baal.schem@ieee.org
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GUEST EDITORIAL

THE FUTURE OF WI-FI

riven by the rapidly increasing demand for high
data rate services and usage in a spectrum of appli-

cation areas, wireless systems are compelled to evolve in
order to meet the extraordinary performance require-
ments, especially in terms of spectral efficiency, coverage,
latency, and energy efficiency. Regarding wireless local
area networks, the first few widely accepted amendments
to IEEE 802.11 wireless networking specifications, IEEE
802.11b/a/g, featured low spectral efficiencies, which are
becoming insufficient to satisfy explosive traffic growth and
the ever increasing consumer connectivity demand. With
the soaring cost of the limited bandwidth at the 2.4 GHz
frequency band, sustained improvement in spectral effi-
ciency and quality of service has been achieved in IEEE
802.11n, which is mainly driven by advances in communi-
cation theory and the use of the 5 GHz frequency band.
Specifically, the successive introduction of novel tech-
niques such as multiple-input multiple-output (MIMO)
antenna techniques and space-time coding, and the mas-
sive improvement in hardware and processing power, have
enabled progressive system improvement. The introduction
of advanced transmission techniques in recent years,
notably multiuser MIMO and transmit beamforming, has
provided additional powerful means for boosting the per-
formance of Wi-Fi to gigabit per second speed and leading
to the emerging IEEE 802.11ac. This is followed by the
future introduction of IEEE 802.11ad products utilizing
the 60 GHz frequency band, which are expected to take
Wi-Fi speeds to multiple gigabits per second, and IEEE
802.1lax products, which are expected to improve the spec-
trum efficiency of Wi-Fi, thus enhancing system through-
put per area in high-density scenarios of access points and
client stations.

With seemingly limitless opportunities for new products
and services, the proliferation of Wi-Fi continues to soar.
Wi-Fi products can be deployed not only in apartments,
but also in large corporations and campuses, and do every-
thing from simple web browsing and peer-to-peer sharing
to bandwidth-hungry and connectivity-demanding applica-
tions such as multimedia streaming and real-time telecon-

ferencing, cable replacement, and wireless docking, to
name a few. Coupled with the recent introduction of Wi-Fi
CERTIFIED™ Passpoint, in which users can enjoy seam-
less and secure connectivity when roaming between cellular
and Wi-Fi and between Wi-Fi networks, Wi-Fi devices now
offer higher capacity and improved power management,
and readily handle many demanding applications while
paving the way for new products and services. Furthermore,
the technology is now reaching beyond phones, PC net-
working, and consumer electronics into new sectors, such
as the automotive industry and smart energy. According to
Strategy Analytics 2012, Wi-Fi is now in over 25 percent of
households, which is approximately 440 million people [1].
Furthermore, ABI Research recently increased its Wi-Fi
shipment outlook and predicted that almost 3 billion Wi-Fi
devices are expected to be shipped by 2015, which is nearly
double the 1.5 billion devices shipped in 2012 [2].

The increasing popularity of Wi-Fi, combined with
excellent market forecasts from reputable market research
and intelligence firms, indicate that Wi-Fi is and will con-
tinue to be a key technology that is shaping the future of
consumers and businesses worldwide. In response to this
momentum of interest and popularity, our Feature Topic
aims at providing a timely and concise reference to the
state of the art, the latest research findings, and the future
directions around Wi-Fi technologies. 

An overwhelming number of papers were received for
this Feature Topic, and five papers from a pool of high-
quality submissions were selected based on their relevance
to this Feature Topic and their technical merits. A number
of good papers did not make the cut because of the above-
mentioned criteria and the limitation of space. Neverthe-
less, we would like to thank all of the authors who
submitted their work to this Feature Topic and all of our
reviewers for their meticulous reviews, which were deliv-
ered in a timely fashion. In the following, we introduce the
five articles by highlighting the contributions made therein.
We hope our readers find these articles useful, not only in
understanding the recent developments, but also for
inspiring their own work. 

D

Edward Au Minho Cheong Chiu Ngo Weihua ZhuangCarlos Cordeiro
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Our Feature Topic begins with “Wi-Fi Could Be Much
More” contributed by W. Sun et al. This article gives our
readers an overview and high-level understanding of a
number of recently released and ongoing specifications
developed by IEEE 802.11 and the Wi-Fi Alliance. Fur-
thermore, the authors have also outlined the most telling
features and the corresponding advantages of these specifi-
cations, such as enhanced throughput, enlarged coverage,
and ease of use. 

Following a nice overview of these published and ongo-
ing IEEE 802.11 specifications and the Wi-Fi Alliance
CERTIFIED Passpoint program, the next two articles
focus on architectural design and implementation chal-
lenges of WiGig technologies. First, Jo et al. present
“Holistic Design Considerations for Environmentally Adap-
tive 60 GHz Beamforming Technology,” which addresses
the importance of considering an active adaptive beam-
forming algorithm that will be vital to accurately accommo-
date various surrounding environments for future 60 GHz
applications. Then Rajagopal discusses an important topic
that has yet to be well understood in the industry, power
efficiency in future multiple gigabit Wi-Fi systems. In par-
ticular, the author presents a low-power architecture suit-
able for large-bandwidth Wi-Fi systems and discusses how
the power efficiency challenge would be addressed. 

The next two articles cover another very popular topic,
the interworking of Wi-Fi and cellular systems. The first
article is contributed by Kudo et al. and is titled “An
Advanced Wi-Fi Data Service Platform Coupled with a
Cellular Network for Future Wireless Access.” Here, the
authors present a Wi-Fi management architecture that uti-
lize the potential capacity of Wi-Fi in the cellular network
and provide high-grade user experience even in high-densi-
ty Wi-Fi environments. In the second of these articles,
“Enabling the Coexistence of LTE and Wi-Fi in Unli-
censed Bands,” Abinader et al. discuss performance issues
that arise from concurrent operation of Wi-Fi and LTE in
the same unlicensed bands from the radio resource man-
agement viewpoint. A few coexistence mechanisms and
future research directions that may lead to a successful
joint deployment of Wi-Fi and LTE are also presented.
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INTRODUCTION

Wi-Fi, the preferred term for IEEE 802.11 wire-
less local area networks (WLANs), has become
an everyday tool for broadband Internet access
in our daily lives.

Gradually, its position as the dominant carri-
er of wireless data traffic is being firmly cement-
ed. According to the statistics in South Korea,
the United States, Canada, Japan, Germany, and
the United Kingdom, Wi-Fi contributed to about
73 percent of total wireless traffic on Android
smartphones in April 2013, increased from 67
percent in August 2012 [1]. Such proliferation
could be ascribed mainly to the support of the
wide range of user devices (smartphones, tablet
PCs, etc.), exploding network coverage, ongoing
technological evolution, and the long-standing
development of global standards.

This article offers a picture of paradigm shifts
triggered by the development of Wi-Fi technolo-
gies currently underway. The picture, at its core,
captures the idea that Wi-Fi, which was original-
ly developed as an Ethernet cable replacement,
has become an essential wireless technology in
our daily lives, and will continue evolving to
keep pace with spectrum availability and techno-
logical development.

The IEEE 802.11 Working Group (WG)
released the first IEEE 802.11 standard, defining
medium access control (MAC) and Physical
(PHY) layers, in 1997, and has since adopted
IEEE 802.11a, b, g, and n versions [2], with
operations all restricted to the 2.4 GHz and 5
GHz unlicensed frequency bands. In its early
stage, throughput enhancement was at the top of
the list of the challenges faced by Wi-Fi. Starting

with data rates up to 2 Mb/s (defined by the first
standard), a number of significant advances have
been made to enhance throughput.

The first step on the path to high-throughput
WLAN was the introduction of orthogonal fre-
quency-division multiplexing (OFDM) PHY, a
popular technique that increases capacity by
dividing a radio signal into multiple sub-signals
which are transmitted simultaneously at different
sub-carriers, first adopted by IEEE 802.11a in
1999. Although the maximum available data
rates up to 54 Mb/s exposed Wi-Fi to more data-
craving applications, the technology was far from
a satisfactory solution until the advent of IEEE
802.11n in 2009.

The data rates defined in IEEE 802.11n are
up to 600 Mb/s — more than 10 times 802.11a’s
54 Mb/s. IEEE 802.11n was the first Wi-Fi stan-
dard with a speed comparable to that of wired
networks (e.g., Ethernet). The key drivers of
such significant improvements were the adoption
of many cutting-edge technologies of the time,
such as multiple-input multiple-output (MIMO),
channel bonding, and frame aggregation,
through which the efficiencies of spatial, spec-
tral, and temporal resource utilizations were sub-
stantially enhanced. The triumph of IEEE
802.11n has resulted in unprecedented prosperi-
ty of Wi-Fi on both the technical and commer-
cial fronts. “With 802.11n, there was a significant
jump in minimizing the number of applications
you had to keep a wired infrastructure for,” said
Dorothy Stanley, head of Standards Strategy at
Aruba Networks.

In order to achieve prolonged growth, inno-
vation, and vitality, Wi-Fi is expected to become
more versatile and agile in dealing with its grow-
ing and diversified use in various scenarios such
as indoor and outdoor, throughput and cover-
age, and personal and professional. Therefore,
the IEEE 802.11 WG and Wi-Fi Alliance (WFA)
continue to define and develop a number of
advanced technologies that can be broadly classi-
fied into three broad categories: throughput
enhancements, long-range extensions, and
greater ease of use (Fig. 1).

Throughput Enhancements — From the
beginning, high throughput has been a
paramount concern for 802.11 WLAN. Several
forces are still driving the trend of faster Wi-Fi
technologies: the demand to extend its usability
to more applications that otherwise required
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wired infrastructure, and the need for more
powerful wireless access technologies to support
high-quality data-intensive applications, such as
high-definition (HD) video streaming.

Long-Range Extensions — The current oper-
ating frequency bands, the 2.4 GHz and 5 GHz
bands, have set limits on the transmission range
of IEEE 802.11; hence, Wi-Fi has always been
treated with indifference for outdoor environ-
ments. To make Wi-Fi more favorable to
enlarged coverage, the Wi-Fi spectrum is being
extended to other frequency bands.

Greater Ease of Use — As Wi-Fi functionality
improves, its configuration and manipulation
become more burdensome for users. The tech-
nology should be built on the premise of conve-
nience.

In this article, we outline the most telling fea-
tures in light of these three main directions that
in which Wi-Fi technologies are advancing.

THROUGHPUT ENHANCEMENTS
Two recently approved IEEE 802.11 amend-
ments, IEEE 802.11ac [3] and IEEE 802.11ad
[4], have been designed to follow the trend of
faster Wi-Fi; the goal of both amendments is to
provide theoretical maximum throughputs
beyond 1 Gb/s [5]. “This level of performance
has been a longtime goal of Wi-Fi proponents,”
stated Todd Antes, vice president of Product
Management at Qualcomm Inc.

IEEE 802.11AC VERY HIGH THROUGHPUT

IEEE 802.11ac, a 5 GHz-only successor to
802.11n (Fig. 2a), improves the maximum
throughput primarily by the following approach-
es: larger channel bandwidths of 80 and 160
MHz, multi-user MIMO (MU-MIMO), and
higher-order modulation, that is, 256-quadrature
amplitude modulation (QAM).

Wider Bandwidth Channels — The widening
of channel bandwidth, called channel bonding,
was first adopted in 802.11n, where the maximum
channel bandwidth of 40 MHz is yielded by bond-
ing two adjacent 20 MHz channels. When com-
bining two channels, the theoretical data rate
more than doubles since the guard band between
the two bonded channels is removed.

IEEE 802.11ac takes further steps to support
80 MHz and optionally 160 MHz channels by
bonding adjacent channels. Moreover, to
increase the probability of composing a 160
MHz channel, 802.11ac also allows the genera-
tion of a 160 MHz channel by combining two
physically non-adjacent 80 MHz channels, called
80+80 MHz.

Multi-User MIMO — Higher data rates can
also be achieved with the multiple-antenna sys-
tem known as MIMO. In the case of single-user
MIMO (SU-MIMO), which is supported in
802.11n, the transmitted data is divided into
multiple independent spatial streams and trans-
mitted simultaneously via multiple antennas to a
single receiver. MU-MIMO advances SU-MIMO

by enabling an access point (AP) to transmit
multiple spatial streams via multiple antennas to
multiple receivers simultaneously.

MU-MIMO improves performance by serving
multiple Wi-Fi clients in parallel rather than
serially, as was the case in 802.11n, where the
highest rate, 600 Mb/s, is available only when
both AP and client are equipped with four anten-
nas such that there are four spatial streams
available to MIMO transmission. The number of
antennas embedded in the client (e.g., smart-
phone or tablet PC), however, is usually limited
to one or two due to the space limits of the
device, although an AP with three to four anten-
nas has become commonplace, resulting in the
bottleneck of maximum data rate available in
practice. MU-MIMO alleviates such inefficiency
by enabling simultaneous reception at multiple
clients so that the number of spatial streams is
governed by the total number of antennas
embedded in the clients, not per-client. IEEE
802.11ac supports downlink MU-MIMO only,
with up to four receivers and up to eight spatial
streams, thus doubling the number of supported
spatial streams in 802.11n.

Higher-Order Modulation — The highest-
order modulation in 802.11 WLAN has been 64-
QAM ever since the adoption of 802.11a. IEEE
802.11ac newly adopts 256-QAM, thus enabling
encoding four times as dense as the 64-QAM
used by 802.11n.

In the 160 MHz mode (with 468 data subcar-
riers per OFDM symbol), a data rate of 866.7
Mb/s can be achieved with a single spatial stream
using 256-QAM (i.e., 8 bits/sub-carrier/OFDM
symbol), 5/6-rate coding, and a short guard inter-
val: 8 (bits) × 468 (data sub-carriers) × (5/6)
(code rate) × 277.8 (ksym/s). With the maximum
number of spatial streams (eight), data rates up
to 6.9 Gb/s are possible.

IEEE 802.11AD VERY HIGH THROUGHPUT

60 GHz Wi-Fi — IEEE 802.11ad, also known by
its nickname “WiGig,” defines the operation of
WLAN over the unlicensed 60 GHz frequency

Figure 1. The evolution directions of Wi-Fi technologies.
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band, that is, the millimeter-wave (mmWave)
band (Fig. 2c). Compared to 2.4 GHz and 5
GHz bands, communication over 60 GHz bands
suffers from severe propagation loss and signal
attenuation, thus resulting in a short communi-
cation range. On the other hand, it has an advan-
tage of much broader available bandwidth.
Moreover, thanks to the short wavelength in
such a high-frequency band, a very large number
of antennas can be deployed in a small area to
form a high-directional beam, which concen-
trates the transmitted power to a particular
direction and compensates for the signal attenu-
ation. In this regard, 802.11ad is expected to be
used for high-definition (HD) video transmis-
sion, high-rate data synchronization, and so on,
while adaptive beamforming and multi-antenna
configuration are becoming the core issues.

IEEE 802.11ad defines a fast session transfer
between 802.11 PHY layers and the sustenance
of the quality of experience (QoE) of existing
802.11 users. Therefore, a tri-band operation
over the 2.4 GHz, 5 GHz, and 60 GHz bands
with backward compatibility to the legacy 802.11
WLAN is newly defined.

PHY Feature — IEEE 802.11ad defines both
single-carrier (SC) PHY supporting data rates
up to 4620 Mb/s (with p/2-16QAM, 3/4-rate cod-
ing, and data symbol rate of 1540 Msym/s) and
OFDM PHY supporting data rates up to 6756.75
Mb/s (with 64-QAM, 13/16-rate coding, 336 data
sub-carriers, and OFDM symbol rate of 4125
ksym/s), both using 2.16-GHz-wide channels.
The SC PHY is suitable for low-power mobile
devices by virtue of its low power consumption.
Besides, OFDM PHY can be adaptively used
according to the link distance and the existence
of obstacles for its longer communication range
and greater resilience to delay spreads.

MAC Feature — The 802.11ad MAC, on the
other hand, defines time-division multiple access
(TDMA) above the existing contention-based
carrier sense multiple access with collision avoid-
ance (CSMA/CA) to support quality of service
(QoS). It also supports high directivity with
modifications on control frame operation such
as beacon frames and clear-to-send (CTS)
frames for direction-aware network allocation
vector (NAV) allocation.

To be specific, a personal basic service set
(PBSS) is defined in the 802.11ad MAC for
peer-to-peer (P2P) communications. PBSS
allows only a station chosen as a PBSS central
point (PCP) to transmit beacon frames, possibly
in different directions. Additional beamforming
training and announcement after the beacon
transmission allow directional MAC, thus
enabling QoS guarantee and efficient power
management.

IEEE 802.11AX HIGH-EFFICIENCY WLAN

Over the years, efforts on throughput enhance-
ments (e.g., 802.11n/ac/ad) have been primarily
focused on theoretical peak throughput in a sin-
gle BSS environment. The tremendous progress
made in this direction has brought us to a point
where the emphasis has shifted to “real-world”
performance.

Along with the growing population of Wi-Fi
users, increasingly more APs are deployed in
crowded areas to cater to both capacity and cov-
erage demands. However, the goal is not likely
to be achieved in reality simply by deploying
more APs densely within a limited area; the
resulting environments tend to be overlapping
basic service sets (OBSSs), in which inter-BSS
interference and collisions are likely to become
more severe.

Figure 2. Frequency bands used by coming Wi-Fi technologies depending on regions: a) frequency
bands of 802.11n/ac at 5 GHz; b) frequency bands of 802.11af at TVWS; c) frequency bands of
802.11ad at 60 GHz; d) frequency bands of 802.11ah below 1 GHz.
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IEEE 802.11 TGax was recently established
to address the challenges. IEEE 802.11ax, at its
very early stage of standardization, aims to
improve the efficiency of spectrum utilization by
enhancing the area throughput (measured in bits
per second per square meter) and average per-
user throughput in both indoor and outdoor
highly-dense deployment scenarios by advancing
both PHY and MAC layers. It is the first time
per-user throughput in multiple BSS environ-
ments are being considered, thus reflecting real-
world performance more closely. Currently,
TGax is considering state-of-the-art technologies
including uplink MU-MIMO, orthogonal fre-
quency-division multiple access (OFDMA),
OBSS interference handling, and full duplex
radio as 802.11ax key features.

LONG-RANGE EXTENSIONS
Along with the great advances that 802.11ac and
802.11ad will bring in terms of speed, the 802.11
WG triggered two new standard extensions,
IEEE 802.11af [6] and IEEE 802.11ah [7], for
the purpose of long-range extensions at frequen-
cy bands below 1 GHz.

IEEE 802.11AF TV WHITE SPACE
TV white space (TVWS) is the temporarily
vacant spectrum resources in very high frequen-
cy (VHF) and ultra high frequency (UHF) bands
originally licensed to TV broadcasters and wire-
less microphones, which can be opportunistically
utilized by unlicensed devices as long as no
harmful interference is imposed on the licensed
users. TVWS resides in 470–790 MHz in Europe
and the United Kingdom, and non-continuous
54–698 MHz in Korea and the United States, as
shown in Fig. 2b.

IEEE 802.11af defines WLAN operations at
TVWS to deliver so-called Super Wi-Fi. Thanks
to the favorable propagation characteristics of
such low-frequency bands compared to 2.4 GHz
and 5 GHz, including reduced path loss and bet-
ter wall-penetrating ability, a Super Wi-Fi signal
can travel longer distances than a typical Wi-Fi
signal. Therefore, over-the-air broadband access
can be implemented at lower cost by deploying
802.11af APs much less densely.

IEEE 802.11af mandates an operation under
strict regulatory constraints, based on location-
aware devices and online databases called geolo-
cation databases (GDBs). A GDB stores
location-specific information of available spec-
trum and usage schedule, and geolocation-capa-
ble 802.11af APs access the GDB via the
Internet to obtain the necessary conditions to
operate only where (geographically and spectral-
ly) and when they do not interfere with nearby
licensed devices in the TVWS.

802.11af is supposed to fulfill several require-
ments in terms of operating frequency spectra
such as narrow channel bandwidth (6–8 MHz
depending on the regions) and non-contiguous
available channels due to the time-varying
TVWS usage by TV users. Accordingly, it
employs most advanced features of 802.11ac
such as MU-MIMO by designing its PHY based
on 40 MHz 802.11ac PHY, and supports both
contiguous and non-contiguous channel bonding

of up to four channels. For protection of TV
users operating in adjacent channels, it also
introduces additional guard bands, achieving 55
dB adjacent channel leakage ratio (ACLR).

IEEE 802.11AH BELOW 1 GHZ
Although 802.11af aims to provide a long-range
Wi-Fi, the regulatory restrictions on the avail-
ability of spectral and temporal resources inher-
ently limit its applicability in many locations,
especially in urban areas, where many TV broad-
cast stations almost fully utilize TV bands
already. Due to the intrinsic drawbacks of
802.11af and the increasing demand for ubiqui-
tous wireless access, IEEE 802.11ah was initiat-
ed to specify the operation at unlicensed bands
below 1 GHz (e.g., 917.5–923.5 MHz in Korea
and 902–928 MHz in the United States), as
shown in Fig. 2d.

IEEE 802.11ah is expected to provide a much
improved transmission range compared to con-
ventional Wi-Fi thanks to the superior propaga-
tion characteristics. Due to the long-range but
limited bandwidth, 802.11ah is considered highly
suitable for large-scale low-rate sensor networks
(e.g., smart grid), where the number of involved
devices in a given network could be much larger
than that of conventional 802.11 Wi-Fi. On the
other hand, target devices in the sensor networks
are likely to be battery-powered; hence, the
power saving features become critical to the per-
formance of 802.11ah. Another challenge
encountered by 802.11ah is the scarcity of avail-
able spectra, so increasing spectral efficiency is
one of the main concerns in its protocol design.

In order to cope with such expected require-
ments, 802.11ah has introduced a number of
enhancements in terms of power saving, the
number of supported stations per AP (i.e., up to
8191 stations compared with 2007 stations of the
legacy standard), medium access schemes (e.g., a
new medium access scheme called restricted
access window, RAW, has been proposed to mit-
igate collisions among a large number of stations
by dividing time resource into several intervals,
each of which is designated to a certain group of
stations for channel access), and greater com-
pactness of various frame formats [8]. Moreover,
802.11ah has designed a new PHY layer based
on a 10 times down-clocked operation of
802.11ac PHY (making 802.11ah 10 times slower
than 802.11ac), thus able to inherit 802.11ac
PHY’s advanced features.

Figure 3 illustrates the supported data rates
and transmission ranges of the above-presented
802.11 standards. Table 1 also presents an over-
all performance comparison among them.

GREATER EASE OF USE
IEEE 802.11ai [9] and IEEE 802.11aq [10] aim
to enhance user friendliness by reducing the ini-
tial link setup delay and providing pre-associa-
tion service discovery, respectively. WFA also
defines a number of new standards and certifica-
tion programs, including Wi-Fi Direct [11], for
direct communication among Wi-Fi devices with-
out the aid of an AP, and Passpoint [12], for
automatically joining a Wi-Fi subscriber service
at hotspot areas.
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IEEE 802.11AI FAST INITIAL LINK SETUP

Typically, in order to use Wi-Fi service, a user
should wait for a device to go through several
steps before obtaining broadband Wi-Fi connec-
tivity. The initial link setup — a technical term
that specifies the procedures required for a first-
time user to establish a secure Wi-Fi link with
the most favorable AP — is, however, far from
simple. The procedure basically consists of five
steps: AP discovery, network discovery, authenti-
cation, association, and higher-layer configura-
tions such as IP address configuration.

The challenges 802.11ai aims to address come
from an environment where a large number of APs
are densely deployed, and a massive amount of new
users flock to the site. When these users simultane-
ously initiate link setup, the amount of traffic thus
generated is likely to overwhelm the network capac-
ity, and consequently, the time to wait for a connec-
tion setup exceeds the threshold users can tolerate.
Therefore, there is a strong need for a more effi-
cient and well scalable mechanism.

Accordingly, 802.11ai fast initial link setup
(FILS) focuses on reducing the duration of the
time spent in each step in order to complete the
initial link setup within 100 ms. For example, the
AP discovery time can be reduced by obtaining
the information of the neighboring APs from
another AP. Further optimization has also been
made in both active and passive scanning. In
active scanning, a station’s probe request can be
delayed or aborted by overhearing another sta-
tion’s probe request, and an AP’s probe response
can be broadcast instead of unicast so that all the
nearby stations can acquire the AP information.
The FILS Discovery (FD) frame, which conveys
a part of the information of a beacon frame
while being transmitted more frequently, is also
designed to boost passive scanning performance.

IEEE 802.11AQ PRE-ASSOCIATION DISCOVERY

Wi-Fi is evolving into a more versatile technolo-
gy that provides more than just Internet access.
However, as service provisioning becomes more

diverse, AP (or network) selection becomes
more burdensome, still left to users’ demand.
This creates an opportunity for IEEE 802.11aq
to help Wi-Fi users with the selection of the
“right” AP by making more considerate informa-
tion available to them before association.

For the delivery of service discovery informa-
tion at the pre-association stage, technical modi-
fications above the PHY layer are currently
considered by TGaq. There are several existing
higher-layer service discovery/description
approaches, for example, Universal Plug and
Play (UPnP), Bonjour, and Access Network
Query Protocol (ANQP), as well as the mecha-
nisms to deliver information at the pre-associa-
tion stage, such as the IEEE 802.11u Generic
Advertisement Service (GAS) framework; hence,
TGaq will develop an approach by leveraging
such existing schemes.

WI-FI DIRECT
“People tend to think of Wi-Fi as wireless Inter-
net, but that’s only one use of Wi-Fi,” said Greg
Ennis, WFA’s technical director. Another step of
Wi-Fi’s evolution is to move into the P2P person-
al area networking realm, which until now has
been the province of Bluetooth. This effort corre-
sponds to the work being done in Wi-Fi Direct,
the certification name of the Wi-Fi P2P specifica-
tion defined by WFA to enable direct connections
among devices without the help of an AP [11].

In order to inherit the advantageous features
of traditional Wi-Fi (e.g., power saving for sta-
tions), Wi-Fi Direct mimics the infrastructure-
based WLAN architecture. That is, Wi-Fi Direct
devices form a group called a P2P group, where
a group member, called the group owner (GO),
works like an AP in the infrastructure-based
WLAN. From the users’ perspective, these
devices provide P2P communication in the sense
that the GO’s identity is not revealed to the
users while the GO is dynamically selected dur-
ing the group formation stage.

To construct a P2P group, two devices should
find each other first via the find phase opera-
tion, which is done by conducting active scanning
at three “social” channels at 2.4 GHz (i.e., chan-
nels 1, 6, and 11). Then several subsequent steps,
such as GO negotiation, Wi-Fi protected setup
(WPS) provisioning, and IP address configura-
tion, are taken. By completing all these steps, a
device becomes a GO and serves other P2P
clients via a secure wireless link.

Besides the power saving feature inherited
from 802.11 WLAN, which is dedicated for sta-
tions, Wi-Fi Direct defines two novel power sav-
ing mechanisms for the GO, opportunistic power
saving and notice of absence (NoA), since the
GO is also likely to be a normal battery-powered
portable device. Opportunistic power saving
offers the GO a series of intermittent power sav-
ing opportunities by exploiting the time when
every associated P2P client is in the doze state.
NoA, by contrast, defines more active power sav-
ing operations that allow the GO to be absent
for a scheduled duration by reporting its absence
to the associated P2P clients in advance.

By utilizing Wi-Fi Direct, a mirroring service
named Miracast has been standardized by WFA,
and it allows multimedia contents, such as audio

Figure 3. Supported data rates and transmission ranges of various 802.11
standards.
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and video, to be shared across devices seamlessly
via Wi-Fi Direct connection. That is, it enables
users to mirror the screen of a portable device (e.g.,
smartphone) onto a large screen TV or monitor in
order to enjoy the entertainment more comfortably.

Even so, the lack of upper-layer applications
has been one of the major handicaps that impede
the debut of Wi-Fi Direct as a mainstream P2P
technology. Correspondingly, a framework called
Wi-Fi Direct services (WFDS) is under develop-
ment to provide third-party developers a normal-
ized platform interface so that the extensibility
and interoperability of the resulting applications
can be obtained easily, ultimately encouraging Wi-
Fi Direct to become more essential in the future.

PASSPOINT
A new certification program called Passpoint has
also been developed by WFA as an industry-wide
solution to streamline the network access in hotspot
areas [12]. Based on IEEE 802.11u [2] and WFA
Hotspot 2.0 specifications, it eliminates the need for
users to search and choose a network, to request
the connection to the AP, and, in many cases, to re-
enter their authentication credentials each time
they initiate a Wi-Fi connection. Passpoint auto-
mates the entire process by enabling a seamless
connection between hotspot networks and mobile
devices while delivering a secure wireless link.

ENVISIONING THE FUTURE OF WI-FI
In this section, we attempt to envision the future
direction of Wi-Fi evolution by taking into
account the aforementioned trend in Wi-Fi
development.

MORE VERSATILE WI-FI
EXPLOITING SPECTRUM HETEROGENEITY

Traditionally, the use of higher frequency bands
has been a driving force for providing higher-
speed Wi-Fi, mainly due to the availability of

broader bandwidth. Nevertheless, the inferior
propagation characteristics of such higher fre-
quency bands have resulted in less competence
in network coverage. The trade-off between
capacity and coverage is well demonstrated in
Fig. 4, which exhibits the maximum supported
data rates according to the communication range
regarding various Wi-Fi standards operating in
2.4 GHz, 5 GHz, and TVWS.

Diversification of Wi-Fi spectrum could intro-
duce a more versatile Wi-Fi by adaptively inte-
grating heterogeneous Wi-Fi standards according
to the user context and network conditions [13].
For instance, an AP that jointly supports 2.4
GHz, 5 GHz, and TVWS may also be able to
achieve the network performance corresponding
to the upper envelope of the combined plots in
Fig. 4 with multi-band multi-standard Wi-Fi
users.

ALL-WI-FI SEAMLESS SERVICE PROVISIONING
Technological evolution and diversified frequen-
cy spectra have made Wi-Fi powerful and agile
enough to be suitable for various environments,
not solely restricted to indoor use. Combining
the advantages of enhanced throughput,
enlarged coverage, and easier use, we can envi-
sion ubiquitous broadband wireless access pro-
vided by a “Wi-Fi ecosystem,” in which various
Wi-Fi technologies take complementary roles for
seamless service provisioning, as illustrated in
Fig. 5.

For better understanding of the Wi-Fi ecosys-
tem, here is a scenario that might happen in the
near future:

Bob, a salesman, is watching TV at home in
the morning. The HD contents are being trans-
ferred from a set-top box to the TV via 802.11ad,
which replaces the traditional complex cable con-
nections, giving the layout of the TV a higher
degree of “freedom.” At the same time, his tablet
PC is connected to an 802.11ac AP, through which

Table 1. Comparison among upcoming Wi-Fi technologies.

802.11ac 802.11ad 802.11af 802.11ah 802.11ax
(expected)

Freq. spectrum 5 GHz 60 GHz 54–790 MHz <1 GHz 2.4 & 5 GHz

Nominal range ~100 m ~10 m ~1 km ~1 km ~100 m 

Channel 
bandwidths 

20/40/80/160/
80+80 MHz 2.16 GHz

6/7/8/12/14/16/
24/28/32/
6+6/7+7/8+8/
12+12/14+14/16+16 MHz

1/2/4/8/16 MHz —

Max data rate 6.933 Gb/s 6.756 Gb/s 568.9 Mb/s 346.7 Mb/s —

Max mandatory 
rate 292.5 Mb/s 2.08 Gb/s 26.7 Mb/s 6.5 Mb/s —

Key features

Downlink MU-
MIMO, channel
bonding, 
higher-order 
modulation

Beamforming GDB-based 
channel access

Deep power saving,
increased number of sup-
ported stations per AP,
short frames,
efficient medium access
schemes

Uplink MU-MIMO
full duplex,
OFDMA, OBSS
handling
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he enjoys smooth, flawless, and real-time video
chat with his colleague, discussing today’s meeting
agenda. On his way to the subway, his phone tells
him that there is an email to which he immediately
responds using an outdoor Wi-Fi wirelessly back-
boned by 802.11af. At the subway station, his
phone promptly discovers and associates with the
“best” AP with the help of 802.11ai’s FILS and
802.11aq’s pre-association service discovery. Dur-
ing the commute, he watches video clips streamed
from remote cloud servers via 802.11ax, which
operates at high speed even in the highly dense
environment with hundreds of other commuters,
thanks to its high-efficiency design.

Although several technical challenges to
make the scenario happen remain, Wi-Fi tech-
nology is evolving fast, filling the gap between
reality and imagination.

RELATIONSHIP WITH CELLULAR
Long-Term-Evolution (LTE), one of the most
prominent cellular deployments across the world,
is currently operating in the licensed spectrum
(e.g., from 700 MHz to 2.6 GHz) to provide ser-
vices in a more controlled manner than Wi-Fi
operating in the unlicensed spectrum, by virtue
of the exclusive spectrum occupancy. Recently,
however, with the pressing need for additional
spectral resources incurred by ever-increasing
mobile traffic demand, the idea of deploying an
LTE system in unlicensed bands (particularly the
5 GHz unlicensed band mostly used by Wi-Fi
today) is on the horizon.

On the other hand, Wi-Fi, which thus far has
been used by operators as a secondary carrier in
indoor environments for the purpose of cellular
traffic offloading, attempts to extend its territory
to outdoor environments by increasing spectrum
heterogeneity via the development of both
802.11af and 802.11ah.

As we have witnessed, the gap in spectrum
usage policy, environments, and performance
between these two major wireless systems, Wi-Fi
and cellular, is narrowing along with the techno-
logical evolution [14]. Although we cannot yet
anticipate what will happen to these two com-

pelling options for mobile users, the possible
anticipated outcomes include coexisting in a
common system and becoming more tightly inte-
grated, one of them being eliminated in a fierce
competition, or a completely new wireless mobile
system emerging, replacing both. Hence, it will
be quite interesting to watch these innovative
technologies unfold before us in the future.

CONCLUDING REMARKS
While Wi-Fi has become a dominant carrier of
wireless data traffic, it continues evolving to
keep pace with spectrum availability and techno-
logical development. In this article, we outline
the most telling features of the Wi-Fi technolo-
gies being developed by the IEEE 802.11 WG
and WFA in terms of their advantages of
enhanced throughput, enlarged coverage, and
easier use.

Several paradigm shifts that will probably
occur in the near future have also been envi-
sioned. First, diversification of Wi-Fi spectrum
can improve Wi-Fi’s versatility so that both cov-
erage and capacity can be achieved by adaptively
exploiting its augmented heterogeneity. Second,
an all-Wi-Fi ecosystem is likely to be constructed
by combining all the superior features of Wi-Fi
technologies, in which seamless service provi-
sioning can be provided with good service quali-
ty. Last but not least, Wi-Fi’s relationship with
the cellular network has so far been complemen-
tary, which might undergo revolutionary changes
along with the ongoing evolution of Wi-Fi.
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Figure 5. New paradigm of all-Wi-Fi heterogeneous access.
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INTRODUCTION

The IEEE 802.11 family of standards represent
wireless local area network (WLAN). Amend-
ments for backward compatible interoperability
and expeditious establishments of newer stan-
dards supporting enhanced data rates are the
pillars of the evolution of Wi-Fi [1, 2]. The
IEEE 802.11ad is one classical example. The
standard was originally introduced as wireless
gigabit (WiGig) in May 2009 by the Wireless
Gigabit Alliance (WGA), which was an industry
association including Intel, Samsung, Dell,
Broadcom, and Marvell with the mission of
developing and promoting the adoption of multi-
gigabit-speed wireless communications technolo-
gies operating over the unlicensed 60 GHz band.

The medium access control (MAC) and phys-
ical (PHY) layers undergo a drastic makeover
for the IEEE 802.11ad standard. The MAC
includes new network architectures and func-
tions: superframe structure, beamforming, multi-
band operation, and and so. The PHY supports
four physical modes: control PHY mode for bea-
coning and initial network entry, single carrier
(SC) PHY mode for handheld devices, orthogo-

nal frequency-division multiplexing (OFDM)
PHY for high-performance applications, and
low-power SC PHY for power-limited devices.
These modifications collectively enable the wire-
less data throughput to reach up to 6.7 Gb/s, and
can be applicable for uncompressed high defini-
tion (HD) video streaming service and high-rate
data service [3].

In order to realize extremely high through-
put, the IEEE 802.11ad standard utilizes 2.16
GHz bandwidth. However, in comparison to
legacy bands, 60 GHz signal incurs much longer
signal attenuation during propagation through
the wireless air interface and the large amount
of oxygen absorption further exacerbates this
phenomenon [4–6]. Consequently, several key
technologies have intensively been studied to
overcome this inevitable problem [7]. As one of
the most effective solutions to the huge propaga-
tion loss, beamforming plays a key role by pre-
venting the transmission energy from spreading
in every direction. Using an array antenna, elec-
trical energy can be concentrated on the intend-
ed destination point.

In this article, we describe all the layers com-
posing IEEE 802.11ad down to the practical
details including its implementation and experi-
mental results. We first start with comprehensi-
ble physics and signal processing to convey the
principles of beamforming technology. We then
introduce beamforming protocols defined in the
IEEE 802.11ad standard and relate how the
beamforming technology can be applied to
future Wi-Fi scenarios. In addition, novel algo-
rithms for enhancing the quality of service (QoS)
from the perspective of the user are extracted
and summarized to deduce insights on effective
management and use of beamforming technolo-
gy. The next section presents an in-depth
description of the practical design and imple-
mentation of hardware-aided beamforming car-
ried out by the authors at Samsung Electronics.
The major blocks consisting of digital integrated
circuits (ICs), RFICs, and antenna experience
full-scale improvement and is evaluated at the
system level through extensive experiments. The
final section concludes the article.

ABSTRACT

Proliferation of all forms of smart devices has
driven the demand for high-data-rate Wi-Fi in
recent years. Utilizing wide bandwidth in high
frequency is the most efficient way of guarantee-
ing the explosive data demands. In spite of the
notable advancements of RF technologies at mil-
limeter wave, the relatively high propagation loss
remains problematic. The authors present effi-
cient beamforming technology to mitigate this
challenge. In this article, we first discuss the
principles and major applications of beamform-
ing technology. Afterward, we present the chal-
lenges for optimizing the efficiency of
beamforming as well as the solutions to tackle
them by proposing enhanced algorithms and
advanced design architectures based on our
hands-on experience and knowledge. Lastly,
experimental results are discussed to deduce
insight and vision of future Wi-Fi.
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THE PRINCIPLE OF
MMWAVE BEAMFORMING

The IEEE 802.11ad system exploits a millimeter-
wave (mmWave) array antenna beamforming
technology in the unlicensed 57–66 GHz fre-
quency band (conventionally, 60 GHz band).
The beamforming process in IEEE 802.11ad uti-
lizes an electronically controlled beam-steering
technique, so the directionality of the array
beam pattern can be tuned to a desired direction
(e.g., the direction of the propagation path that
provides the least transmitted power attenua-
tion), as shown in Fig. 1. The IEEE 802.11ad
system may enable an mmWave phased array
transmit and/or receive antenna, each antenna
element of which is combined with a phase rota-
tor [8].

The physical principle of the phased array
antenna can be described as follows. When
the incident wave impinges on the phased
array receive antenna, the time of arrival at
each array antenna element may be different.
Note  that  the  t ime-of-arr iva l  d i f ference
depends on the spacing between antenna ele-
ments with respect to the impinging direc-
tion. To superimpose the received signals in
a constructive fashion (i.e., to achieve high
antenna gain effectively), the phased array
receiver can compensate for the phase differ-
ence and combine the coherent signals. Due
to the reciprocity, the operation of the trans-
mit array antenna is  similar to that of the
receive array antenna.  The array antenna
pattern depends on the number of antenna
elements, the spatial configurations of the
antenna elements, and the gain pattern of
the antenna elements. For example, we can
manipulate the antenna pattern to be nar-
rower and higher gain by using more antenna
elements.

BEAMFORMING PROTOCOLS OF
IEEE 802.11AD

The IEEE 802.11ad standard mainly describes
three beamforming protocols as mandatory
beam training mechanisms[9]: sector-level sweep
(SLS), beam refinement protocol (BRP), and
beam tracking. Figure 2 illustrates each of afore-
mentioned beamforming protocols. All frame
formats used in the beamforming protocols are
defined in accordance with the frame structure
of the existing Wi-Fi. Likewise, the channel
access method for obtaining transmit opportuni-
ty (TXOP) originates from the existing Wi-Fi.

SECTOR-LEVEL SWEEP
SLS is devised for initial link detection by selec-
tively training transmit antenna or receive anten-
na. Figure 2 shows the transmit sector sweep
(TXSS) case for training a transmit antenna.
During TXSS, several sector sweep (SSW)
frames containing the same contents are trans-
mitted to the peer station while continuously
changing direction. Meanwhile, the receiver
retains its receive antenna configuration as
quasi-omni mode. It is also possible to carry out
a receive sector sweep (RXSS), in which several
SSW frames are transmitted in a quasi-omni pat-
tern while the receiver continuously changes the
receive antenna configuration. A station that has
successfully received SSW frames notifies the
best sector to the peer station through the
response frame, which contains the best sector
number. This information can be included in
SSW frame and sector sweep feedback (SSFB)
frame as shown in Fig. 2.

BEAM REFINEMENT PROTOCOL
During the BRP process, a station improves

its antenna configuration by using an iterative
procedure. Basically, the transmit training/

 Figure 1. The principle of constructive/destructive superposition for beam steering.
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receive training (TRN-T/R) field, which consists
of Golay sequences, enables transmit/receive
antenna training. When the TRN-T field is being
transmitted, the transmitter continuously
changes the transmit antenna configuration for
transmit training, and the receiver retains its
receive antenna configuration. Likewise, the
TRN-R field is transmitted for training of the
receive antenna configuration. When the TRN-
R field is being transmitted, the receiver contin-
uously changes its receive antenna configuration
and the transmitter retains its transmit antenna
configuration. The BRP frame used in the itera-
tive process for beam training contains the train-
ing request and feedback information. The
TRN-T/R field is appended to the BRP frame in
case the training procedure is requested by the
peer station.

BEAM TRACKING
Beam tracking is differentiated from the afore-
mentioned beamforming protocols by the frame
type used during beam training. The training
field is appended to data frames in order for the
training process to be carried out without dis-
continuity of data transmission. In this case, the
beamforming request/feedback information can-
not be obtained from the payload in the frame.
The beamforming request information is con-
veyed in the physical layer convergence proce-
dure (PLCP) header which contains information
of the PLCP service data unit (PSDU). The
beamforming feedback information is delivered
in the next BRP frame. Synthetically, beam
tracking is limited in iterative training, but still
advantageous for its small signaling overhead
and possibility of seamless data transmission.

BEAMFORMING ALGORITHMS FOR
QOS ENHANCEMENT

In this section, we introduce enhanced algo-
rithms that can explicitly improve the perfor-
mance of beamforming in terms of QoS. The
beamforming procedure for searching a new

communication path should be carried out
immediately and accurately when the link quality
is degraded. Also, the training results should
reflect the user’s service requirements. Related
to this fact, we propose cross-layer algorithms
that can be generally applicable.

CONSIDERATION OF EFFECTIVE METRICS
ACROSS MULTIPLE LAYERS

Channel quality information, such as signal-to-
noise ratio (SNR) and received signal strength
indicator (RSSI), is the most typical indicator to
describe link conditions. In most cases, channel
quality information is obtained from the physical
layer, and normally applied as a metric for beam
training. Despite the fact that the channel quali-
ty information may possibly reflect the condition
of a wireless link, the upper layer information is
more relevant to the performance from the end
users’ perspective. However, the upper layer
information is relatively more difficult to access
than the physical information. Therefore, various
information from multiple layers is collected
within the allowable overhead range, as illustrat-
ed in Fig. 3a. An efficient architecture in which
the information of the multiple layers can be
tightly managed is proposed in the following
subsection.

EFFICIENT PROTOCOL AND
PARAMETER DECISION

The choice of protocol can have a great effect
on the performance. For example, SLS is effi-
cient for initially searching wide coverage by
using coarse beams when the link is severely cor-
rupted. On the other hand, it requires relatively
long training time. Other beamforming protocols
using training fields, such as TRN-T/R, are more
suitable for fine training by generating less over-
head. Likewise, they are inappropriate scenarios
where the link condition is severely changed
(e.g., the current wireless path is totally blocked).
Therefore, the appropriate beamforming proto-
col should be selected while considering the

Figure 2. Beamforming protocols of IEEE 802.11ad.
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cross-layer link information in Fig. 3a. Fine-
tuned beamforming parameters to the link envi-
ronment are also helpful in optimizing the
beamforming performance. This indicates that
the beamforming process can be situationally
accommodated to the given condition by con-
trolling parameters, such as beam width, number
of beams used in the device, and the configura-
tions of RF and antenna. In Fig. 3b, we applied
the trade-off between the training efficiency and
training overhead to perform the beamforming
protocols effectively by optimizing the beam-
forming parameters.

SERVICE-ADAPTIVE BEAM SELECTION WITH
ENVIRONMENTAL AWARENESS

The standard generally does not describe specif-
ic beam selection criteria. However, selecting the
best beam situationally may significantly impact
the user experience since the best beam can be
defined differently according to the service. The
user scenario should be reflected in the selection
criteria. For example, the best beam for data
transfer can be the one with the maximum
throughput. On the other hand, for a real-time
service such as video streaming and interactive
games, stability of the service is the most impor-
tant criterion. The most robust beam with mini-
mal fluctuation and discontinuity of service is
the best beam in this case. Thus, we can differ-

entiate the beam selection algorithm and the fig-
ures of merit depending on the requirements of
the service.

For realizing this, we added a learning opera-
tion to collect the beam statistics on the link
environments. Physical layer information as well
as historical and environmental information are
gathered and maintained for each beam from
upper layers. The collected information includes
the external effects on the communication link
such as blocking frequency due to obstacles and
the existence of interferers. Based on this cross-
layer information, the priority is evaluated to
select the best beam taking into account the
environmental awareness and beam characteris-
tics as shown in Fig. 3c. For non-real-time ser-
vices, the priority function can be replaced to
the simple throughput function solely using
physical channel information.

ADVANCED DESIGN AND
IMPLEMENTATION OF

HARDWARE-AIDED BEAMFORMING

Significant advancements at the hardware level
are imperative to support the proposed service-
adaptive beam selection methodology presented
above. Novel improvements range across the
digital, RF, and antenna layers, and the pro-

Figure 3. Beamforming algorithms for QoS enhancement: a) link quality evaluation and beamforming triggering by using cross-
layer information; b) optimized beamforming protocol and parameter selection for fast and accurate link recorvery; c) adaptive
beam selection by using awareness of the link environment obtained from upper layers.
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posed designs enable fast link adaptation and
accurate beam training by accelerating the beam
training process with the aid of hardware. Also,
it provides a framework in which the enhanced
algorithms can be efficiently facilitated.

DIGITAL
As we all know, there is always a trade-off between
software (SW) implementation and hardware
(HW) implementation: flexibility in implementa-
tion vs. promptness in processing. This rule is
applied to the implementation of beamforming as
it is. In this subsection, we present a novel system
architecture optimizing performance while focus-
ing on beamforming. This includes the well collab-
orating functionalities of HW and SW from the
perspective of the digital IC.

As stated earlier, fast and accurate link recov-
ery is the most significant attribution of guaran-
teeing QoS. Simultaneously, it is one of the most

challenging problems in the implementation of
beamforming. In the proposed design, essential
functionalities are included in the shape of digi-
tal circuits for boosting the beamforming process
and obtaining the advantages of HW implemen-
tation. Handling the beamforming process in
HW is very challenging. However, it returns
great benefits when the hurdles are overcome.

Figure 4a is the block diagram that HW con-
tributes efficiently to supporting and managing
beamforming processes. As shown in Fig. 4a, a
generous portion of core functions for beam-
forming is located in HW. In this subsection, we
simply explain representative benefits of the
HW-aided beamforming architecture for provid-
ing insight.

Immediate Link Detection — In the proposed
architecture, degradation of link quality can be
promptly detected using the link condition moni-

Figure 4. Advanced design and implementation of hardware-aided beamforming with respect to digital
IC, RFIC, and antenna: a) novel architecture of digital IC for the implementation of fast and efficient
beamforming with aids of HW; b) simplified block diagram of 60 GHz bidirectional beamforming
transceiver based on DPDT switches and RF phase shifting; c) conformal phased array topology
along the edges of the PCB module.

(a)

BF packet generator

BF frame manager

MPDU controller
TX

BF packet
generator

TX beam
configuration

RX
BF packet

parser

Link condition
monitor

BF frame data
buffer interface

AWV
interface

PPDU controller RF
controller

Base band process

Training info.
generator

Beam selector
(w/learning operation by using beam statistics DB)

User
index

selector

Control
flow

Message
flow

MAC
layer

HW

SW

Processor

PHY
layer

Beamforming
parameter
manager

RX beam
configuration

HW controller unit
Beamforming

sequence
controller

Memory

Data que

Scheduler

Application data Beam statistics DB
(for adaptive algorithms) SLS BRP

Beamforming trigger

Beam
tracking

(c)

(b)

Bias

RF control

RX_I

DPDT

PA

LNA

PA

LNA

COMBCOMB

COMB

COMB

COMB

COMBCOMB

PA

LNA

PA

LNA

COMBCOMB

COMBCOMB

COMBCOMB

PA

LNA

PA

LNA

PA

LNA

PA

LNA

PA

LNA

PA

LNA

PA

LNA

PA

LNA

COMB COMB

COMB COMB

COMBCOMB

COMB

COMBCOMB

PA

LNA

PA

LNA

PA

LNA

PA

LNA

COMB COMB

COMB COMB

COMBCOMB

DAC DAC DAC

DAC DAC DAC

VGAVGA

RX_Q

Xtal_I
Xtal_o

TX_I

DAC

LS

DAC

VGA

VGA

TX_Q
VGA

xN

PLL

AWV table

Multi-user
beamforming info.

table

In the proposed

design, essential

functionalities are

included in the

shape of digital cir-

cuits for boosting the

beamforming pro-

cess and for obtain-

ing the advantages

of HW implementa-

tion. Handling beam-

forming process in

HW is very challeng-

ing as expected.

However it returns

great benefits when

the hurdles are 

overcome.

JO_LAYOUT.qxp_Layout  10/29/14  3:37 PM  Page 34



IEEE Communications Magazine • November 2014 35

tor module in HW. This module is in charge of
directly alerting the processor that beam training
is necessary based on the information obtained
from PHY and upper layers. As a result, the
processor can immediately begin one of the
beam training processes to recover the wireless
link. Consequentially, the adaptation time is
minimized from the moment the link condition
is degraded until the beamforming process is
triggered.

Fast Beam Training Process — Once the
beamforming process is carried out, the train-
ing results should be reported to the peer sta-
tion and applied to the system configuration as
soon as possible. In the proposed design, the
station can respond to the peer station prompt-
ly upon receiving a beamforming request frame.
A MAC protocol data unit (MPDU) controller
module implemented in HW includes unique
digital circuits that can generate and parse the
beamforming frames autonomously without
intervention of the processor. In addition, the
training results can be reflected promptly in the
HW by using TX/RX beam configuration in the
MPDU controller module upon receiving feed-
back frame from the peer station or training
information from the PHY layer. This effective-
ly results in reduction of the process time
required for beamforming protocols. For exam-
ple, in the proposed design, the inter-frame
space for request and response during BRP
iteration can achieved as low as 3 ms, which is
the minimum inter-frame space time, even
though the standard allows it to go up to 40 ms.
As a result, the total training time consumed
for BRP iteration can be reduced by more than
40 percent.

Controllability and Flexibility — The con-
trollable parameters(beam coverage, beam
width, number of beams, antenna/RF mode,
etc.) used during beamforming processes are
managed in the HW for dynamic configuration
with the aid of the beamforming parameter
manager module. Also, the information in beam
statistics database is accessible for the beam
selection module to facilitate QoS enhancement
algorithms. In addition, we devise the HW con-
troller unit, which is a light sub-processor
designed only for micro-control of HW. There-
fore, efficient beamforming operations such as
sequence control for dynamic BRP iteration as
well as parameter control for QoS enhanced
algorithms are configurable with SW while guar-
anteeing flexibility.

Multi-Link Beam Switching — The proposed
design enables fast beam switching for multi-link
beamforming. The history of beam training for
each link is managed in the memory area in the
form of a table. Also, the training results are
matched to the MAC address and association ID
(AID) of the peer user. When the user index
selector module identifies the peer user in the
table, the antenna weight vectors (AWVs) for
transmission and reception are updated immedi-
ately to the appropriate values corresponding to
the identified user without any configuration or
additional training procedures.

RF

From the perspective of RF, the wide bandwidth
at unlicensed 60 GHz band available worldwide
is suitable for short-range multi-gigabit-per-sec-
ond high data rate wireless communications.
However, to take advantage of these high data
rates, the non-line-of-sight link due to the shad-
owing or narrow antenna beamwidth associated
with the increased antenna gain should be over-
come, contrary to legacy 802.11a/b/g/n, which
employ omnidirectional antennas [10]. In addi-
tion, wireless communication range and beam-
forming coverage can be limited by polarization
due to different antenna direction and the quasi-
omni radiation characteristics of an mmWave
antenna. In this article, a multi-chain RF beam-
forming architecture with a wide range of cover-
age is presented in order to overcome the
non-line-of-sight link and extend coverage. A
simplified block diagram of the fully integrated
60 GHz beamforming transceiver is shown in
Fig. 4b. To achieve lower-cost 60 GHz beam-
forming, a direct conversion beamforming archi-
tecture based on RF path phase shifting is used.
Compared to local oscillator (LO)-path and
(intermediate frequency IF)/baseband-path
phase shifting architectures, RF-path phase shift-
ing results in easy extension to multiple-chain
and lower-power consumption [8]. Furthermore,
a double pole double through (DPDT) switch is
employed in each transmitting/receiving chain to
support two antennas with different coverage or
polarizations. The DPDT switch is connected to
two separate antennas and dual RF front-end
ports, one port for a transmitter and the other
for a receiver. Small size passive type 2/4-way
power combiners/dividers are used for bidirec-
tional operation with DPDT switches as shown
in Fig. 4b. These switches and RF phase shifters
are simultaneously controlled to generate a high-
ly sophisticated antenna array beam that can for-
ward in certain directions. The number of RF
chains in transmitting and receiving modes can
be configured from 16 to 1 to support various
wireless environments. The I/Q mismatch cali-
bration based on pre-distortion and post-distor-
tion is employed to achieve high I/Q mismatch
accuracy to levels below –35 dBc. In addition, a
novel fast DC offset calibration based on digital
assisted multiple current digital-to-analog con-
verter (DAC) is employed to support IEEE
802.11ad single carrier modulation. The 60 GHz
LO generation block consisting of a voltage con-
trolled oscillator/phase locked loop and a fre-
quency multiplier, and LO quadrature signal
generator are used for both double-balanced
quadrature mixers. A quadrature signal genera-
tor based on a low pass filter and high pass filter
is designed for broadband and low phase/ampli-
tude mismatch.

ANTENNA
For 60 GHz-based future Wi-Fi applications,
antenna design methodology requires a massive
makeover based on two notable criteria:
• Enabling a high antenna gain while retain-

ing spherical beam steering coverage
• Maximizing the number of antennas within

very confined real estate
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From the perspective of an antenna/RF
engineer the aforementioned criteria are far
from intuitive and can potentially be viewed to
be nearly paradoxical. Due to the relatively
high signal attenuation incurred by substrates
and chassis at 60 GHz in comparison to that at
legacy bands, future Wi-Fi modules are pro-
jected to be placed near the outer or exposed
regions of the wireless device.  Hence, the
antenna and RFIC locations wil l  l ikely be
implemented in close proximity to the edge
regions of the PCB (printed circuit board). We
capitalize on this unique location dependency
of the antenna and RFIC and confront the
first  challenge associated with trade-off
between the high gain and the wide beam
steering coverage by devising a planar antenna
array that fully utilizes all faces of the PCB.
As illustrated in Fig. 4c, multiple antenna ele-
ments are arranged in a conformal phased
array topology along the edges of the PCB
module. The slanted angle further increases
the physical limitations of the beam steering
range by more than 30 percent in comparison
to conventional planar type phased array
designs. The measured gain is confirmed to be
more than 16 dBi at boresight. The second
challenge related to maximizing the number of
antennas while limiting the overall real estate
is mitigated by designing a novel patch anten-
na element that is  vertical ly  oriented as
opposed to the conventional horizontally ori-
ented patch antenna. As a result, the designed
footprint is reduced by more than 50 percent

in comparison to previously reported designs
[11, 12] with similar design conditions.

SYSTEM-LEVEL PERFORMANCE
In this section, we have devised an experiment to
show that beamforming technology is going to be
enabling the future Wi-Fi. Using 802.11ad testbeds
that we implemented with the enhanced algo-
rithms and the advanced design specifications,
indoor field test was carried out in a cafeteria
located at Samsung Electronics headquarter office
R3 Building 3rd floor in Suwon, South Korea.

SYSTEM PARAMETERS
The testbed consists of a modem, ADC/DAC,
RF/antenna module, and PC/monitor as shown
in Fig. 5. The detailed key parameters are
described in Table 1. In this experiment, the
available bandwidth is limited to 0.52 GHz due
to the field programmable gate arrays (FPGAs)
that are not affordable at very high clock fre-
quencies. We used Xilinx Vertex-6 for the imple-
mentation of the testbed, and the back-end
process for application-specific integrated circuit
(ASIC) implementation is ongoing. The carrier
frequency is 60.48 GHz, which corresponds to
Channel 2 in the IEEE 802.11ad standard. For
PER measurement, we used quadrature phase
shift keying (QPSK) for modulation, low density
parity check (LDPC) 3/4 for channel coding, and
2000 bytes for packet length. We also configured
a reasonable effective isotropic radiated power
(EIRP) value of 26 dBm.

Figure 5. Environments and results of beamforming test with the IEEE 802.11ad implementation.
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BEAMFORMING TEST RESULTS

In a beamforming-based system such as IEEE
802.11ad, the coverage of a single beam is very
limited by the directionality. This is because of
the energy concentration for overcoming the
high attenuation of the high carrier frequency
signals. Therefore, to assert the beamforming-
based IEEE 802.11ad system as a strong candi-
date for future Wi-Fi, we need to confirm that it
can be a superior solution while covering the
same or a wider area compared to the tradition-
al Wi-Fi for indoor applications. The test envi-
ronments are shown in Fig. 5. The location and
direction of the TX station (data source) are
fixed, while the RX station (data sink) is roam-
ing through the cafeteria to measure packet
error rate (PER). The measurement points are
spaced by 4.5 m horizontally and vertically. The
heights of the TX and RX stations are equally
configured as 1.1 m. In each measurement posi-
tion, the best beam is selected from the beam-
forming protocols and algorithms stated in the
previous chapters.

Remarkably, our 802.11ad-based testbed cov-
ers the entire indoor hall. At every measurement
point located along the direction of the TX sta-
tion, data packets are received 100 percent as
expected. Moreover, robust communication
paths are also found by using beamforming tech-
nology in all areas out of the direction of the TX
station, even on the opposite side. Using this
configuration, we were able to confirm guaran-
teed QoS experience between the TX and RX
stations based on flawless streaming of uncom-
pressed audio and video signals. Through the
lessons from these results, we are convinced that
the beamforming-based 802.11ad system proper-
ly operates in indoor environments, and the lim-
ited coverage angle for overcoming the
challenging propagation characteristic in the
high frequency can be settled by efficient beam-
forming technology.

CONCLUSIONS AND DISCUSSIONS
The wireless community is in the midst of an
ongoing major evolution. Wide-scale enhance-
ments ranging from data rate, reliability, and
compatibility are necessary to continuously sus-
tain the ever increasing growth of the consumer
electronics industry. The IEEE 802.11ad stan-
dard has been established and is set for market
readiness. However, we are still faced with
numerous practical limitations that can poten-
tially cause detrimental effects on the effective-
ness of beamforming technology at the system
level during mass market 60 GHz user scenarios.
As presented in detail in this article for the first
time, an active adaptable beamforming algo-
rithm is vital to accurately accommodate the var-
ious surrounding environments for future Wi-Fi
applications. All major layers constituting the 60
GHz hardware are specifically designed to fully
enable the aforementioned beamforming tech-
nique. The effectiveness of the hardware design
is corroborated by empirical results. The com-
pelling measurement observations further ascer-
tain the applicability and potential of IEEE
802.11ad and beamforming technology.

Future work remains in bridging IEEE
802.11ad with legacy Wi-Fi [13, 14]. Complemen-
tary coexistence will lead to the maturity of future
Wi-Fi. And the evolution of Wi-Fi will continue
creating new and innovative applications.
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INTRODUCTION

What is next for Wi-Fi? Wi-Fi, which started as
a wireless local area network connectivity tech-
nology in 1999, has become a mainstream tech-
nology invading all consumer electronic markets,
with over several billion chipsets sold worldwide.
Improvements in Wi-Fi have focused on multi-
ple aspects in terms of throughput, QoS, topolo-
gy, security, and so on, and Wi-Fi systems will
continue to evolve in these dimensions. This
work focuses on providing power efficiency rela-
tive to throughput for the next evolution of Wi-
Fi. Wi-Fi started with IEEE Standard 802.11b
providing 11 Mb/s in 1999, evolving to the cur-
rent IEEE 802.11ac/IEEE 802.11ad standards,
providing close to 7 Gb/s in 2012, a factor of 500
times improvement in data rates over the last 13
years and with a 10-fold increase in data rates
every five years. This data rate increase has been
enabled by increased spectrum allocation and
techniques such as orthogonal frequency-division
multiplexing (OFDM, IEEE 802.11a), multiple-
input multiple-output (MIMO, IEEE 802.11n),
multiuser MIMO (MU-MIMO, IEEE 802.11ac)
and millimeter-wave non-line of sight (mmWave
NLOS) beamforming at 60 GHz (IEEE
802.11ad). With new applications such as giga-
bit-per-second mobile data offloading, cloud

computing, and the explosion in mobile video
traffic with high-/ultra-high-definition
(HD/UHD) content, we can expect this data rate
trend of 10-fold increase every five years to con-
tinue in the future [1]. This trend is also sup-
ported by advances in hardware such as flash
memory storage for mobile devices [2]. Figure 1
shows the Wi-Fi evolution timeline between
1999 and 2013 in terms of data rate, bandwidth,
and carrier frequency. If this trend continues, by
2020 we can expect data rates in the range of
10–100 Gb/s from Wi-Fi networks [2]. 

However, the capacity or energy (in Watt
hours per kilogram) of batteries used in mobile
devices has improved by only 5–10 percent every
year, a factor of 4 times in 15 years. This implies
that we cannot depend on battery technology
improvements to reduce power consumption. An
order of magnitude increase in data rates will
require an order of magnitude improvement in
energy efficiency. Figure 2 shows the power effi-
ciency (in bits per nanojoule) of various genera-
tions of Wi-Fi chipsets vs. data rates (in gigabits
per second). A power budget of 1 W is assumed
based on existing chipset implementations [3–6].
The power consumption plotted in the figure
can vary between vendor implementations and
should be viewed simply as a representative
example. The data for single-antenna (1 × 1)
implementations such as IEEE 802.11a/g, IEEE
802.11n (1 × 1), and IEEE 802.11ac (1 × 1) was
obtained from [4]. The data for IEEE 802.11ad
implementation was obtained from [5]. While
MIMO is more spectrally efficient and is power
efficient from a capacity standpoint, its impact
on chip power consumption is not clear. Howev-
er, a 25 percent energy efficiency improvement
has been reported for 2 × 2 MIMO for an IEEE
802.11ac implementation that provides a two-
fold peak data rate improvement [6]. In order
for a Wi-Fi technology to be feasible for mobile
implementations, it has to lie to the left of the 1
W budget line (< 1 W region) in Fig. 2. The fol-
lowing observations can be made from Fig. 2.
First, the power efficiency has been improving
with every generation with increased data rates.
Second, any increase in data rates with a future
generation requires an equivalent increase in
power efficiency. However, it is hard to sustain
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this power efficiency trend as we continue to
increase data rates for the following reasons:

•The physical layer design for achieving link
capacity for a given bandwidth has been well
researched, and implementations are getting
close to achieving capacity [7]. It is becoming
increasingly difficult to provide increased data
rates at lower frequencies in the 2.4 and 5 GHz
bands with limited available bandwidth of a few
hundred megahertz. IEEE 802.11ac, for example,
provides support for low density parity check
(LDPC) channel coding, 256-quadrature ampli-
tude modulation (QAM), eight MIMO spatial
streams, downlink MU-MIMO, and 160 MHz of
spectrum [8]. Further improvements in channel
coding, modulation, MIMO, and increasing band-
width at these lower frequencies to provide the
next leap in data rates, while maintaining the
same power efficiency, will be challenging.

•A significant contributor to the data rate
increase has been the use of increased band-
width by channel bonding from 20 to 160 MHz
at lower frequencies. There is a growing focus
on exploring even larger bandwidths and
mmWave frequencies such as 60 GHz to provide
the next leap in data rates [8]. At these higher
frequencies, there are challenges related to
mmWave RF design efficiency in order to be
power efficient [9]. The power efficiency chal-
lenge at large bandwidths and mmWave fre-
quencies is already visible in Fig. 2, where IEEE
802.11ad implementations at 60 GHz provide
the highest power efficiency but barely meet the
1 W budget for feasible implementations.

Hence, the next leap in data rates will require
us to focus on power efficiency in order to meet
the requirements of mobile implementations,
exploring power-efficient solutions for larger
bandwidths and mmWave spectrum.

IMPACT OF INCREASED BANDWIDTH
ON POWER EFFICIENCY

This section discusses the impact of increased
bandwidth on the power efficiency of the digi-
tal/baseband, analog/mixed-signal, and RF por-
tions of a Wi-Fi chipset.

DIGITAL/BASEBAND DESIGN
From a digital logic perspective, increased band-
width implies faster clocks and/or more logic in
order to process the increased data into the sys-
tem. For digital complementary metal oxide
semiconductor (CMOS) circuits, the power con-
sumption is given by P = aCV2f, where a is the
switching activity, C is the capacitance, V is the
voltage, and f is the operating clock frequency.
Most digital circuits can also run at lower volt-
ages when the clock frequency is reduced. If we
assume a linear relationship between frequency
and voltage, making P = aCf3, power becomes a
cubic function of operating frequency. Thus,
keeping the clock frequency low is key for low
power consumption in digital circuits. Hence, to
meet the data rate requirements, design of par-
allel algorithms is critical. The assumption made
in this analysis is that there are no physical area
constraints in a digital design since Moore’s law
enables us to continue putting more transistors

on a digital CMOS chip with technology node
scaling. As shown in Fig. 3a, in terms of digital
baseband parallelism, there can be two types:
• Natural: This parallelism occurs when blocks

in the design are replicated multiple times.
For example, a MIMO system is implement-
ed typically using two fast Fourier transfom
(FFT) blocks in parallel; this can be consid-
ered an example of natural parallelism. 

• Unexposed: This parallelism exists within a

Figure 1. IEEE 802.11 (Wi-Fi) evolution timeline. The years mentioned are
specification release dates from
http://www.ieee802.org/11/Reports/802.11_Timelines.htm. Trend extrapo-
lated ignoring 802.11a. Future systems will continue to provide increased
data rates with more bandwidth at higher carrier frequencies.
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Figure 2. Power efficiency (bits per nanojoule) vs. data rates for various
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block but requires some work in order to
be exploited. For example, to exploit paral-
lelism within an FFT block, the data needs
to be re-ordered between the intermediate
stages within an FFT.

Some blocks are easier to parallelize than
others and are preferred from a power stand-
point, given equivalent performance. For exam-
ple, an LDPC decoder is more easily parallelized
than a Turbo decoder and may be preferred in
terms of a low-power implementation, assuming
equivalent data rate and error rate performance,
leading to its growing adoption in upcoming
multi-gigabit-per-second Wi-Fi standards such as
IEEE 802.11ac and 802.11ad [8].

ANALOG/MIXED-SIGNAL DESIGN
Analog and mixed signal circuits scale poorly with
process technology in terms of size and speed com-
pared to digital circuits. Large bandwidths for ana-
log/mixed-signal designs imply that high-speed
analog-to-digital converters (ADCs) and digital-to-
analog converters (DACs) need to be designed that
are power efficient. The power consumption of
high-speed ADCs is dependent on the bit precision,
sampling frequency, and other factors such as spuri-
ous free dynamic range. For high-resolution con-
verters, the majority of the power is dissipated by
circuits that drive capacitors with sizes set directly
by thermal noise constraints. At larger bandwidths,
ADCs become less efficient and can contribute to a
significant portion of the total chip power consump-
tion [10]. The current trend in ADCs is that power
dissipation has halved every 2.5 years. This is in
part due to technology scaling; however, an addi-
tional factor is the increasing use of digital error
correction and calibration. Previously, non-idealities
such as gain errors, offset, and distortion that were
deterministic were compensated in the analog
domain. However, the trend has increasingly shifted
to digital correction techniques, providing power
saving advantages [11]. In order to compare ADCs,
a Walden figure of merit (FOMW) is typically used
that normalizes the power consumption P by the
sampling frequency fs and effective number of bits
(ENOB), given by FOMW = P/fs2ENOB. Figure 3b
shows the FOMW for ADCs published at ISSCC
and VLSI conferences between 1997 to 2014 [12].
From the envelope curve showing the lower bound
on ADC power efficiency vs. sampling frequency, it
can be seen that power efficiency of ADCs is con-
stant up to a certain Nyquist sampling frequency
fsnyq (around 500 MHz in this plot) but starts
degrading above this frequency due to loss in sam-
pling efficiency [10, 11]. Hence, in order to be
power efficient, the system should be designed such
that ADCs do not require sampling beyond 500
MHz bandwidth assuming today’s ADC technology.
The current knee at 500 MHz may improve further
over time with advances in ADC technology but at
a much slower rate compared to improvements in
digital process technology.

RF/ANTENNA DESIGN
For RF circuits, the design is dependent on the
fractional bandwidth, which is the ratio of the
bandwidth to the carrier frequency. The fraction-
al bandwidth is also related to the Q-factor Q =
fc/Df, where Df is the 3 dB bandwidth and fc is the
carrier frequency. A 10 percent ratio for the frac-
tional bandwidth is typical. At low frequencies,
antennas and RF circuits traditionally operate on
smaller bandwidths, and hence can have good Q
and efficiency. As we increase bandwidth for the
next leap in data rates, designing a wideband RF

Figure 3. Impact of increased bandwidth on digital and RF circuits. Digital
circuits require significant parallelism for low power, analog circuits
require parallelism above a certain sampling frequency (500 MHz today),
and RF circuits prefer single wideband channels: a) digital/baseband — as
parallel as possible for low power; b) analog/mixed-signal — parallel
above 500 MHz for low power [12]; c) RF/antenna — single wideband RF
for low power.
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and antenna front-end in order to attain good Q
factor and efficiency over the entire band will be
challenging at low frequencies, potentially requir-
ing multiple sub-band RF circuits in order to
maintain performance. Multiple sub-band RF cir-
cuits will come at the price of increased power
consumption, size, and cost, especially when
MIMO support is considered. In order to provide
larger bandwidth, higher frequency operation
should be considered, where a single RF can pro-
vide the increased bandwidth. Since RF circuits
do not scale well with process technology in
terms of area, single wideband RF at high fre-
quencies can also help reduce area and cost com-
pared to multiple narrowband RF circuits at
lower frequencies to support the same band-
width, as shown in Fig. 3c. However, RF circuits
at higher frequencies have poor efficiency due to
low gain transistors, lossy interconnects, and low
maximum supply voltage [9], which should be
factored in the design considerations.

LOW-POWER ARCHITECTURE FOR
LARGE-BANDWIDTH SYSTEMS

Figure 4 shows the proposed low-power architec-
ture design for large-bandwidth systems that
considers the impact of increased bandwidth on
the baseband, mixed signal, and RF circuits. The
frequency band is broken into multiple sub-
bands, each not exceeding 500 MHz in band-
width. MIMO techniques can be performed
within each sub-band. The sub-bands are then
aggregated at intermediate frequency (IF) and
sent to a single wideband RF. This concept can
be applied to large-bandwidth Wi-Fi systems,
such as IEEE 802.11ad, which uses 2 GHz chan-
nelization at 60 GHz. Each 2 GHz band can be
broken, for example, into 500 MHz sub-bands
for improved power efficiency. Similar concepts
have been presented in related work to solve
ADC bottlenecks for large-bandwidth systems
[10, 13]. However, this work also evaluates, in
addition to the ADC, the impact of increased

bandwidth on the baseband, IF, and RF parts in
the architecture design. The impact of this archi-
tecture in a system during operation is also pre-
sented, demonstrating power savings in idle
listening and active modes of communication. 

DIGITAL/BASEBAND DESIGN
The total bandwidth is broken into multiple sub-
bands, each supporting a maximum of 500 MHz of
bandwidth. Standard modulation techniques such
as MIMO, OFDM, and single-carrier modes can
be applied within each sub-band. Each sub-band
has the flexibility for independent operation if
required, so the hardware corresponding to
unused sub-bands can be turned off to save power.
The medium access control (MAC) can provide
multiple parallel streams of data from/to the appli-
cation layer for each sub-band in order to support
10–100 Gb/s data rates. The sub-bands are placed
adjacent to each other with minimum guard spac-
ing. This leads to increased interference at the
band edges that can be compensated at the receiv-
er using digital signal processing techniques for
interference cancellation. Techniques for can-
celling intercarrier interference (ICI) across sub-
bands as well as intersymbol interference (ISI)
within a sub-band due to channel dispersion were
studied in [13]. Furthermore, imperfect mixers can
generate harmonics in adjacent sub-bands, and
these harmonics need to be compensated via digi-
tal signal processing. Calibration for ADCs can
also be done on the digital side for low power
operation [11]. The key concept here is to simplify
analog and RF circuits for high data rates and
large bandwidths to save power and compensate
for the impairments by adding complexity on the
digital baseband side, where the digital circuits can
scale with technology process nodes. 

ANALOG/MIXED-SIGNAL DESIGN
High-speed ADC design approaches [11, 14]
consist of three steps:
• Signal decomposition: where the input ana-

log signal is sub-sampled in time or fre-
quency

Figure 4. Low-power architecture for large-bandwidth Wi-Fi systems. Multiple sub-bands at lower
bandwidth are aggregated at IF and upconverted to a single wideband RF per MIMO stream. The
receiver follows a similar architecture to the transmitter shown in the figure.
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• Quantization: where each sub-sampled ana-
log signal is quantized into a digital signal

• Reconstruction: where the full bandwidth
digital signal is reconstructed from the sub-
sampled signal
As we explore large-bandwidth systems, typi-

cally ADCs using multiple low-power sub-ADCs
are employed in order to scale the operational
bandwidth [11, 14]. These sub-ADCs can be
interleaved in time or frequency. For example, a
time-interleaved ADC [11] samples and holds
the signal at different phases of the clock, quan-
tizes each signal, and then uses a fast multiplex-
ing switch to reconstruct the full bandwidth
signal. The limitations of time-interleaved ADC
are the need to calibrate offset errors, gain mis-
matches, and timing skews. This calibration is
done digitally in order to benefit from Moore’s
law. Frequency-interleaved ADCs operate by
splitting the signal into narrower sub-bands using
mixers and low pass filters or using band pass fil-
ters and undersampling [14]. In this case, there
can be leakage between adjacent sub-bands, and
the harmonics of one band can fall into adjacent
bands that require digital cancellation [13]. The
trade-offs of time- and frequency-interleaved
ADCs are summarized in Fig. 5. Note that the
use of multiple sub-ADCs for such high-speed
ADC architectures can be used to provide flexi-
ble bandwidth and save power by turning off
sub-ADCs in time or frequency when required.

IF/RF/ANTENNA DESIGN
A new IF stage is required to aggregate the mul-
tiple sub-bands that can be upconverted to a sin-
gle wideband RF per MIMO stream. This IF
stage adds overhead compared to a traditional
full-band mixer. However, the complexity and
power consumption of mixers (usually imple-
mented using a nonlinear device, e.g., a few
transistors) is minimal compared to the cost of
large-bandwidth ADCs. If image suppression
due to harmonics is not sufficient in baseband,
there may be a case to add harmonic reject mix-
ers. Even in this case, the complexity increase

has been considered minimal [15]. The RF and
antennas are designed to cover the entire band-
width of operation. As shown in Fig. 4, a dual-
polarized antenna structure is considered such
that two-stream MIMO can be operated even
under LOS conditions for Wi-Fi using polariza-
tion as an additional degree of freedom for
MIMO operation. At mmWave frequencies such
as 60 GHz, an antenna array could be consid-
ered to provide sufficient gain using analog/RF
beamforming.

FLEXIBLE BANDWIDTH MODES OF
OPERATION

A natural way to adapt the ADC bandwidth dur-
ing communication is to adapt the input clock
(down-clocking). This provides a linear reduc-
tion of power consumption with frequency. How-
ever, this requires additional settling time for the
phase locked loop (PLL) and synthesizers, dur-
ing which synchronization could be lost. For
time and frequency interleaved systems, a more
efficient way could be to turn off sub-ADCs as
needed to adapt the bandwidth to the require-
ments of the application. We assume there are n
sub-ADCs, and the flexible bandwidth modes
use integer multiples of fs/n bandwidth, where fs
is the original Nyquist sampling frequency of the
ADC. The flexible bandwidth modes use k out
of n sub-ADCs, keeping the remaining (n – k)
sub-ADCs “OFF.” In this case, the PLL/clock
for the sub-ADCs does not need to be adapted.
Note that “OFF” does not necessarily mean “no
voltage” but rather a “standby or sleep” state
where sub-ADCs can be turned “ON” quickly
without recalibration. This can be achieved, for
example, by clock gating the sub-ADCs. The
interleaving overhead is implementation-depen-
dent, but we can assume a 10 percent overhead
based on [8] for the sub-ADCs in the OFF mode.

Figure 6 shows ADC operation during idle
listen and active states in the flexible bandwidth
mode. In this flexible bandwidth mode, only one

Figure 5. Flexible bandwidth support for a high-speed ADC using time-interleaved or frequency-inter-
leaved sub-ADCs. Sub-ADCs can be turned “OFF” to flexibly adapt bandwidth to the application
requirements and save power: a) time-interleaved ADC; b) frequency-interleaved ADC.
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sub-ADC is kept ON during idle listening, where
the Wi-Fi device is constantly looking for unpre-
dictably arriving packets or assessing a clear
channel. This can have significant power savings
in the idle listening state, where high-speed
ADCs may be the dominant source of power
consumption since only 1 of n sub-ADCs is ON
while the rest are OFF. Having received initial
acquisition on one sub-band, more sub-ADCs
can turned ON for data channel operation
depending on the application requirements. The
synchronization performance of such a system
has been studied in [16], showing 33 percent
power reduction during idle listening. The pack-
et detection, AGC adaptation, and beamforming
training can be done within a single sub-band.
Any control information for authentication and
beaconing can also make use of this sub-band.
The data channel can then be adapted to use
multiple sub-bands depending on the require-
ments of the application, based on the configu-
ration set in the control channel transmission.
This bandwidth flexibility also allows support for
increased channelization, which can be useful for
dense Wi-Fi networks.

CONCLUSION
This article serves as a tutorial article to highlight
the growing need to address power consumption
in future multi-gigabit-per-second Wi-Fi systems.
The article shows that the requirement of improv-
ing power efficiency at the same rate as through-
put is becoming increasingly harder to obtain as
we continue scaling data rates for future systems.
The article explores the impact of increased
bandwidth on power consumption in the digital,
mixed signal and RF parts of the physical layer.
A low-power architecture design is proposed for
large-bandwidth Wi-Fi systems that can scale
with bandwidth and adapt to the data rate
requirements of the application.

There are still several challenges that need to
be solved for power-efficient designs for future
Wi-Fi systems. As we explore larger bandwidths
at mmWave frequencies and beyond, techniques
to improve power efficiency of RF circuits at
higher frequencies must be investigated. Anoth-
er important consideration is the need for back-
ward compatibility and coexistence. Newer
system designs for power efficiency should con-
sider backward-compatible and coexistence tech-
niques in order to coexist with existing designs
sharing the same unlicensed spectrum. As we
explore multi-band Wi-Fi solutions in 2.4, 5, and
60 GHz (and possibly even higher frequencies),
smart system design techniques need to be
applied in order to share hardware resources
and architect the system in the most power-effi-
cient manner.
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Figure 6. System operation in idle and active states with flexible bandwidth
adaptation. Only one of the sub-bands is kept active until data transmis-
sion occurs to save power. a) idle listening; b) active.
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INTRODUCTION

The proliferation of smart wireless devices such
as smart phones and tablets has been rapidly
increasing mobile traffic. Demand for far richer
content services is depleting radio resources.
These trends underlie the explosion in mobile
traffic that has been observed in actual networks.
It is predicted that the mobile traffic will explode
1000-fold in the next decade if the current trend
of a two-fold traffic increase each year contin-
ues. Thus, it is crucial to increase system capaci-
ty and prepare for future wireless access systems
in the upcoming tremendous mobile traffic era.
Converging the cellular network with Wi-Fi is a
reasonable way to support increasing mobile
traffic because most mobile user terminals
already have Wi-Fi interfaces [1, 2]. The latest
Wi-Fi, 802.11ac, already offers a maximum phys-
ical layer data rate (PHY rate) of over 400 Mb/s
in the 5 GHz band even for single antenna
arrangements [3]. This makes Wi-Fi attractive as
one of the user data planes in cellular systems.
In the Third Generation Partnership Project

(3GPP), the access network domain selection
function (ANDSF) [4] defines how to switch
between Wi-Fi and cellular access by exchanging
policies, and such interworking with cellular sys-
tems is also accelerating the use of Wi-Fi.

Figure 1 shows the relationship between the
three key performance factors of Wi-Fi in future
wireless access systems. The first factor is opera-
tor/service provider performance; this includes
the number of Wi-Fi services supported and the
amount of Wi-Fi traffic. The second one is the
proliferation of Wi-Fi systems. This factor is sig-
nificant for vendors. The last one is user experi-
ence. The first flow indicates that the increase in
Wi-Fi traffic will require more Wi-Fi deploy-
ments. In the second flow, the increase in Wi-Fi
system density improves user experience. The
improved user experience/satisfaction triggers
the third flow, increases in the Wi-Fi traffic.
More opportunities to access the Wi-Fi network
will also fuel the creation of novel network ser-
vices. The technological challenge is to support
the second flow, that is, how to improve user
experience with high-density Wi-Fi. This issue
has been intensively discussed in the IEEE
802.11-HEW Study Group and has led to the
formation of the IEEE 802.11 Task Group ax
(TGax) that defines both physical (PHY) and
medium access control (MAC) layers to achieve
improvement in the average throughput per sta-
tion in dense deployment scenarios [5]. Further
enhancement can be expected by introducing
Wi-Fi management over the entire network; the
goal is to manage not only high-density Wi-Fi
systems, but also traffic load balancing among
Wi-Fi systems and cellular systems.

Toward this vision, it is essential to predict
Wi-Fi performance in the complex radio envi-
ronment where multiple Wi-Fi access points
(APs) and various wireless systems contend for
the same frequency resources. The extremely
dense Wi-Fi deployment and huge mobile traffic
will make the Wi-Fi throughput more unstable.
In this article, we advocate the deployment of a
converged network architecture wherein the Wi-
Fi management architecture integrates Wi-Fi
network management with the cellular network
links. We first review Wi-Fi performance and
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describe what causes the throughput degradation
in dense Wi-Fi deployment. The, we discuss the
enhanced Wi-Fi radio environment monitoring
and Wi-Fi performance prediction. In the fol-
lowing, the management of the Wi-Fi network
and mobile traffic are discussed. Finally, we
summarize how the positive circulation in Fig. 1
is accelerated by the described architecture.

WI-FI PERFORMANCE IN FUTURE
WIRELESS ACCESS SYSTEMS

Future Wi-Fi is expected to be densely deployed
and to overlay the cellular network. Effective
utilization of Wi-Fi networks becomes more
important to improve total mobile network
capacity as well as user experience. Thus, perfor-
mance estimation of wireless networks is neces-
sary to manage network capacity and user
experience. The current public/enterprise net-
work uses a Wi-Fi access controller (AC); it
improves Wi-Fi performance by managing radio
resources and traffic loads among multiple APs.
However, even the current AC faces difficulties
in estimating Wi-Fi throughput in high-density
Wi-Fi deployments because of the complex radio
environment; each Wi-Fi works autonomously in
unlicensed frequency bands. Wi-Fi throughput is
expressed as the expectation of the payload
information transmitted over total time T [6].
Total time T is the duration from when the pay-
load information is enqueued to the receipt of
an acknowledgment. Thus, Wi-Fi user through-
put can be divided into PHY rate R and success-
ful transmission ratio P as in Eq. 1, where E[·]
denotes expectation. R × P denotes the Wi-Fi
user throughput. The related factors are shown
in Table 1. Estimating Wi-Fi throughput requires
an assessment of all these factors. The PHY rate
can be predicted more easily than successful
transmission ratio P since the relating factors
can be directly measured in the basic service set
(BSS), which consists of a single AP and its asso-
ciated UEs, and works as a basic block in Wi-Fi
systems. The instability of P is mainly caused by
coexistence with other BSSs and other wireless
systems. The effects of the interference from
such wireless systems must also be predicted to
control Wi-Fi throughput.

OBSS
The influence of the overlapping BSS (OBSS)
corresponds to the factors of resource sharing
with other BSSs in the same channel, overlap-
ping among multiple BSSs (exposed terminal
problem) for transmission opportunity in the
BSS, and overlapping among multiple Wi-Fi
nodes (hidden terminal problem) for packet col-
lision probability in Table 1. The factors are
strongly related to the traffic of other BSSs,
which can dynamically change. The hidden and

exposed terminal problems are inherent to carri-
er sense multiple access with collision avoidance
(CSMA/CA) protocols, and these problems are
enhanced when the traffic of other BSSs occu-
pies almost all radio resources. In the sparse
traffic condition, the hidden terminal problem
can be mitigated by using request to send/clear
to send (RTS/CTS) handshake. This, however,
becomes an imperfect solution in a heavy traffic
environment since the RTS receiver cannot
transmit CTS packets as it detects OBSS trans-
mission. Furthermore, the current IEEE 802.11
wireless LAN standard does not have any solu-
tions to the exposed terminal problem for unreg-
ulated dense AP deployment. The impact of the
hidden and exposed terminal problems depends
on the Wi-Fi link condition and their traffic.
These problems degrade the transmission oppor-
tunity and/or increase the packet collision proba-
bility with the OBSS.

INTER-SYSTEM INTERFERENCE
The inter-system interference also influences the
transmission opportunity and packet collision
probability (Table 1). It is well known that sever-
al interference sources exist in the 2.4 GHz band
(microwave ovens, Bluetooth, etc.). For instance,
microwave ovens can degrade Wi-Fi perfor-
mance but only at specified times and places.
The 5 GHz band offers much greater allocatable
bandwidth than the 2.4 GHz band. However,
large parts of the 5 GHz band are shared with
radar systems, and Wi-Fi systems must avoid
interfering with them. Upon discovering an
active radar, the AP must terminate the current
data transmission, select a new channel, inform
the impacted UEs, and move to the new chan-
nel. In the dense Wi-Fi and heavy traffic envi-
ronment, such a drastic change in Wi-Fi traffic
may cause large-scale disconnection. Further-
more, new systems using 5 GHz unlicensed band
channels are being discussed in [7]. If such new
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systems become popular, the characteristic of
inter-system interference must be analyzed to
predict the influence of them.

NUMERICAL EXAMPLE
Figure 2 shows the cumulative distribution func-
tions (CDF) of the Wi-Fi throughput for 200 UEs
in a residential simulation scenario [8].The offered
downlink traffic load for each UE was set to 5
Mb/s, 10 Mb/s, 20 Mb/s, 40 Mb/s, and 65 Mb/s to
each user station (STA). Since each AP has two
UEs, the load-PHY ratios, which are the ratios of

load carried to the PHY rate, were 7.5 percent (=
5 [Mb/s] × 2 [UEs]/130 [Mb/s]), 15, 30, 60, and
100 percent. The Wi-Fi channel was randomly
selected from among four frequency channels Ch.
36, Ch. 40, Ch. 44, and Ch. 48 included in the
5.15–5.25 GHz band; this corresponds to the con-
dition wherein a 5 GHz radar system prevents any
channel sharing. When the disadvantaged UEs are
defined as those with throughput less than 5 Mb/s,
it is found that the rate of the disadvantaged UEs
increases as the load-PHY ratio increases. Even
when the load-PHY ratio is 15 percent, UE
throughput can fall to under 1 Mb/s. This shows
that the Wi-Fi performance is degraded by alloca-
tion of excessive amounts of traffic. Since the
PHY rate is fixed, the significant throughput insta-
bility is ascribed to ratio P. Figure 3 shows the
links between the APs and UEs. The circles and
white ellipses denote the APs and UEs. The lines
between Wi-Fi nodes indicate that the nodes can
hear each other’s signals; that is, the signals exceed
the clear channel assessment (CCA) threshold in
the communication channel. It is found that large
clusters with more than 20 APs are formed. The
maximum number and average number of the
detectable APs at each Wi-Fi node in this simula-
tion are 13 and 7.2, respectively. In the actual Wi-
Fi environment, other factors such as real-time
rate adaptation and uplink traffic should also be
taken into account. The wireless resource is more
deeply depleted as the PHY rate decreases and
uplink transmission increases, which worsens the
Wi-Fi conditions.

MANAGEMENT ARCHITECTURE
Instantaneous throughput degradation must

be avoided for UEs that want constant through-
put even in high-density Wi-Fi environments. To
get Wi-Fi performance under control, we advo-
cate the deployment of an enhanced Wi-Fi man-
agement architecture (Fig. 4). The key
components are the management block, Wi-Fi
network, destination UEs, data source, and cel-
lular network. The red and black lines denote
the control signal paths and user data paths. The
Wi-Fi network and Wi-Fi traffic should be man-
aged to maximize Wi-Fi system capacity and
avoid Wi-Fi access failures. Wi-Fi network and
traffic management are conducted by three func-
tions in the management block. The monitoring
database collects feedback from the APs and
UEs via control signal paths. The APs’ and UEs’
feedback are obtained by way of backhaul lines
and the control plane of the cellular systems,
respectively. The Wi-Fi performance estimator
uses the information in the monitoring database.
The radio resource manager maintains the Wi-Fi
network and controls the traffic using the con-
trol signal paths. The entities of the Wi-Fi net-
work are APs, UE-MRs (mobile routers, MRs,
or UEs using a tethering function). It is expected
that some of the APs are controlled by the man-
agement block and have the function of moni-
toring the Wi-Fi radio environment. A UE-MR
also acts as UE and AP because it supports the
access of both cellular systems and Wi-Fi to the
destination STA that has only Wi-Fi interfaces.
The cellular network has various base transceiv-
er stations (BTSs) for macrocells, small cells,Table 1. Factors associated with Wi-Fi throughput.

R: PHY rate

Frequency
bandwidth

Channel usage of the other systems 
Channel usage condition of other BSSs

Modulation
and coding
scheme (MCS)

Received signal strength identification
(RSSI) of the Wi-Fi link

Spatial multiplexing condition in single-
user/multiuser-MIMO

Interference condition under carrier sense
level

Rate adaptation algorithm 

P: successful 
transmission
ratio

Transmission
opportunity

DATA length of other nodes

Resource sharing with other UEs in the
same BSS

Resource sharing with other UEs in the
other BSS with the same channel (OBSS
interference)

Interference condition among multiple
BSSs, that is, expose terminal problem
(OBSS interference)

Interference from other systems (inter-sys-
tem interference)

Channel changes (due to radar detection)
(inter-system interference)

Packet colli-
sion

Random access contention

Interference condition among multiple Wi-
Fi nodes, that is, hidden terminal problem
(OBSS interference)

Interference from other systems (inter-sys-
tem interference)

Packet error
due to MCS
mismatch 

Bit error rate of the successfully transmitted
packet

Bit amount of a packet

Payload 
information
Efficiency

DATA length

Control/management signal overhead

Available
backhaul
capacity for
Wi-Fi

Backhaul capacity

Traffic condition of other communication
systems sharing the same backhaul network
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and spot cells. The BTS can collect the feedback
from the destination UEs and UE- MRs, and
transfer the Wi-Fi setting signals to the UE-
MRs. The last block is destination UEs that
include the STAs with only Wi-Fi interfaces, and
UEs that have both Wi-Fi and cellular inter-
faces. The management block monitors the Wi-
Fi radio environment, estimates Wi-Fi
performance, and conducts radio resource man-
agement. Then the effectiveness of the radio
resource management is evaluated by monitor-
ing. Cycling through these three management
blocks keeps improving the user experience even
in the face of drastic radio environment change.

RADIO ENVIRONMENT MONITORING
Information on the radio environment will
become more critical for the success of the
future Wi-Fi platform. Thus, the environment
monitoring function should be enhanced in
order to collect Wi-Fi information from not only
APs but also UEs. Monitoring by the UE has
the advantage that the Wi-Fi radio environment
is monitored regardless of Wi-Fi connection sta-
tus. This architecture enables wide-area radio
resource management corresponding to the cov-
erage area of BTSs. The APs and UEs can col-
lect not only the information of their Wi-Fi
links, but also the control signals from the sur-
rounding APs and the interference from Wi-Fi
and other systems. The monitoring information
related to the Wi-Fi link could include RSSI,
PHY rate, frame length, and frame loss rate.
Other monitoring information could be the num-
ber of active Wi-Fi devices operating on each
frequency channel, their capability information,
MAC addresses of the transmitter and desired
receiver, network allocation vector (NAV) infor-
mation for virtual carrier sensing, frame type
and frame length information of MAC frames,
and a noise histogram, which is defined in IEEE
802.11 TGk Amendment “Access Network
Query Protocol (ANQP)” in IEEE 802.11 TGu.
The detected information must be associated
with the Wi-Fi device ID, such as a MAC
address, to estimate the Wi-Fi performance.

It is expected that the UEs will also measure
the user experience parameters (i.e., throughput
and/or latency) and notify the measured values
to the monitoring database. For Wi-Fi through-
put assessment, PHY rate and successful trans-
mission ratio should be measured to comprehend
the radio environment in Wi-Fi systems. The
measured successful transmission ratio can be
compared to the estimated one at the Wi-Fi per-
formance estimator. When there are gaps
between the measured and estimated through-
puts, the Wi-Fi performance estimator must be
improved to reduce the gap. The throughput
measurements will be conducted periodically or
after radio resource management activity. Effi-
cient throughput measurement must be studied
to alleviate the load of the control signal paths.

WI-FI PERFORMANCE ESTIMATION
The Wi-Fi performance estimator evaluates

the successful transmission ratio in addition to
the PHY rate estimation. The former should be

evaluated in two aspects: OBSS in Wi-Fi systems
and inter-system interference from other sys-
tems. Since the impact of OBSS is strongly relat-
ed to the Wi-Fi links (Fig. 3), the Wi-Fi
performance estimator extracts link information
from the information in the monitoring database.
The successful transmission ratio can be evaluat-
ed from estimated Wi-Fi links and assumptions
of the Wi-Fi load PHY ratios of the links. We
show an example of successful transmission ratio
evaluation based on the residence model [8].
The Wi-Fi performance estimator uses the per-
fect Wi-Fi link information and feasible traffic
assumptions. Figure 5 shows the evaluated suc-
cessful transmission ratio of a certain BSS corre-
sponding to channel selection. It was assumed
that there is only downlink transmission, and the
load-PHY ratios of the other BSSs are randomly
distributed between 0 to 100 percent, and the
load-PHY ratio for the focused BSS was set to
100 percent. The Wi-Fi links in four available
channels (Ch. 36–48) are also shown in Fig. 5.
The number of other detected APs is two for all
channels. However, the distributions of the suc-
cessful transmission probabilities are different in
each channel. The successful transmission ratio
in Ch. 36 is greater than those in other channels.
The 10 percent outage of the successful trans-
mission probabilities is 0.43 in Ch. 36. If one UE
communicates with the AP in Ch. 36 with a PHY
rate of 54 Mb/s, the Wi-Fi throughput is expect-
ed to be greater than 22 Mb/s with a probability
of 90 percent. On the other hand, the successful
transmission ratio in Ch. 48 could be less than
0.1 percent. The accuracy of the performance
evaluation can be improved by using uplink/
downlink traffic models of the other BSSs. Since

Figure 2. Numerical example of user throughputs. The PHY rate of the
point-to-point transmission was set to 130 Mb/s (2 spatial streams, 64-
QAM, 5/6 coding rate, 800 ms GI), transmission power of all Wi-Fi devices
was set to 17 dBm, and only downlink transmission was considered. The
building has 100 rooms each of which has one Wi-Fi AP and two UEs ran-
domly located. The number of available channels is 4 by assuming the
coexistence of a severe radar source.

User throughput (Mb/s)
100

20

0

C
D

F 
(%

)

40

60

80

100

20 30 40 50 60 70 80

Occupation ratio: 100%
Occupation ratio: 60%
Occupation ratio: 30%
Occupation ratio: 15%
Occupation ratio: 7.5%

KUDO_LAYOUT_Layout  10/29/14  3:42 PM  Page 49



IEEE Communications Magazine • November 201450

the traffic varies depending on the time or day,
accurate traffic models improve the reliability of
the successful transmission ratio. The calculation
load of the successful transmission ratio evalua-
tion can be reduced by simplifying the considera-

tion of MAC layer operation. For example, the
links that are likely to be affected by the hidden
or exposed terminal problems can be identified
by comparing IDs detected by Wi-Fi devices.

In addition to the static Wi-Fi links, the AP
configuration changes, and the occasional Wi-Fi
links caused by the UE-MRs also influence Wi-
Fi performance. The Wi-Fi estimator needs to
consider possible AP configurations. In the envi-
ronment where the appearance of UE-MRs
degrades the Wi-Fi performance significantly,
feasible Wi-Fi links need to be considered in the
successful transmission ratio evaluation. Thus,
the Wi-Fi performance estimator prepares sever-
al possible Wi-Fi links to calculate Fig. 5.

The successful transmission ratio against the
inter-system interference is also evaluated by
using the monitored information. To evaluate
the successful transmission ratio in a similar way
to OBSS interference, the characteristics of the
inter-system interference and detectable loca-
tions such as Wi-Fi links must be measured. For
example, the incident rate of significant inter-
system interference can be multiplied by the suc-
cessful transmission ratio for OBSS interference.
The Wi-Fi performance estimator analyzes the
positions of detecting Wi-Fi devices, channels,
and characteristics of the detected time. The
actions of the APs that detect radar should also
be analyzed in the 5 GHz band to evaluate the
impact of the channel switching of the other
APs. The influence of the channel switching of
the other APs detecting radar can be evaluated
as the successful transmission ratio against
OBSS interference.

RADIO RESOURCE MANAGEMENT
The functions of the radio resource manager are
AP configuration management and traffic man-
agement. AP configuration management deter-

Figure 3. Wi-Fi links of a snapshot in the residence scenario simulations where the 100 APs randomly
select their channels.

Number denotes the BSS ID.
AP in BSS 90 detects one AP
and five UEs in Ch. 36.
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devices can detect each other.

Ch. 40

Ch. 44

Ch. 48

Ch. 36

UE

UE

AP

AP
41

91
38

93

98

98

98

93

93

38 38

91

91

90

90

4141

90

Figure 4. Wi-Fi management platform in the mobile network.

Wi-Fi link

Wi-Fi network
Cellular
network

BTS

Destination
user equipments

User data path

UE(MR)

UE(STA) UE

AP

Data
source

Monitoring
data base

Wi-Fi perform.
estimator

Radio resource
manager

Management

Control signal path

KUDO_LAYOUT_Layout  10/29/14  3:42 PM  Page 50



IEEE Communications Magazine • November 2014 51

mines the AP configuration parameters of APs
and UE-MRs, and detects the abnormality in the
Wi-Fi network to maximize and maintain Wi-Fi
network capacity. To improve the successful
transmission ratio, we need to analyze the trans-
mission power, primary channel selection, chan-
nel aggregation use, contention window size, and
RTS/CTS use. CCA threshold control is possible
to develop to construct the adequate Wi-Fi links.
Traffic management supports UE access selec-
tion or determines adequate UE access to avoid
access failures caused by unstable Wi-Fi perfor-
mance.

AP CONFIGURATION MANAGEMENT
The AP configuration is determined to improve
the successful transmission ratio by considering
possible parameters in the Wi-Fi performance
estimator. When evaluating the successful trans-
mission ratio as shown in Fig. 5, the AP configu-
ration set the channel of the AP to Ch. 36. It is
possible to choose the channel to maximize arbi-
trary percent outage or average data packet
occupation ratios. Since the Wi-Fi radio environ-
ment information is enhanced by the monitoring
via the control plane of the cellular network, the
UE (STA) with only Wi-Fi interface also gains
an advantage with radio resource management.
If the monitoring database detects the radio
environment reaction, a change in AP configura-
tions of the surrounding APs after setting the
AP configuration, the AP configuration manage-
ment needs to consider the further AP configu-
ration change corresponding to the changed
radio environment. The timing of the AP config-
uration change must be also optimized by con-
sidering the load of the AP configuration change.

Since the Wi-Fi links shown in Fig. 3 impact
Wi-Fi performance, it is possible for the AP con-
figuration management to consider which links
should be added or eliminated. The Wi-Fi links
should be constructed to improve the successful
transmission ratio. The position of an added AP
can be roughly estimated from the results of
radio environment monitoring at UEs and their
position information. The Wi-Fi links created by
UE-MRs should be managed by the AP configu-
ration management to minimize the system
capacity decrease created by the Wi-Fi link of
UE-MRs. When the communication of the UE-
MR decreases the Wi-Fi performance of some
links, the radio resource management can reduce
the cellular traffic of the UE-MR.

TRAFFIC CONTROL
The evaluated Wi-Fi performance can be used
for traffic control to optimally share the mobile
traffic among Wi-Fi and cellular network access.
The wireless access of the UE with Wi-Fi inter-
face must be determined from among Wi-Fi
access, cellular access, and link aggregation with
both. The access determination can be realized
by three approaches: Wi-Fi performance infor-
mation sharing, access policy distribution, and
access designation notification. In performance
information sharing, the evaluated Wi-Fi perfor-
mance of the existing AP is reported to the UE.
The UE can consider the user condition/prefer-
ence, power saving mode, CPU and memory
condition, application information, and cellular

data traffic limit contract. Policy distribution
yields a loosely coupled Wi-Fi/cellular network
by using the performance evaluation in both Wi-
Fi and cellular systems. The policy needs to be
extended to support the distribution of the suc-
cessful transmission ratio. In the final approach,
the UE access is determined by the mobile , and
the UE uses the designated access. In this
approach, the UEs do not care which wireless
access medium they are using. Since the Wi-Fi
access failure must be avoided in order not to
damage the user experience, robust Wi-Fi access
and/or adaptive link aggregation are essential.

In the tremendous mobile traffic era, the
radio resources of most wireless systems will
approach complete depletion. Excessive offload-
ing to a Wi-Fi network may collapse the Wi-Fi
network. Smart integration of Wi-Fi and cellular
systems is required. Link aggregation between
Wi-Fi and cellular systems is one promising
approach to use the Wi-Fi network without dam-
aging the user experience. Link aggregation can
be implemented by several schemes using com-
mon IP addresses in both Wi-Fi and cellular net-
works or multiple IP addresses (i.e., S2a mobility
based on general packet radio service [GPRS]
tunneling protocol [GTP] and WLAN access to
the enhanced packet core [EPC] network via
SaMOG or MPTCP) [9]. Since Wi-Fi through-

Figure 5. Cumulative distribution function of successful transmission proba-
bilities of four available channels. It is assumed that the load-PHY ratios
of the other BSSs are set to from 0 to 100 percent. Only downlink trans-
mission using RTS/CTS exchanges is considered.
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put can be unstable, it is important for mobile
operators to minimize cellular traffic for link
aggregation UEs based on the successful trans-
mission ratio of the Wi-Fi link.

The probability distribution of the successful
transmission ratio is useful in selecting Wi-Fi
access, cellular access, or link aggregation. The
probability of extremely low Wi-Fi throughput is
a useful indicator of Wi-Fi throughput instabili-
ty. The information on successful transmission
ratio may enable traffic allocation that is subop-
timal but avoids unexpected throughput degra-
dation. The user experience is expected to be
well maintained by effectively combining the sig-
nificant but erratic Wi-Fi capacity with the
steady cellular throughput.

CONCLUSION AND
FUTURE DIRECTIONS

It is expected that the interworking of Wi-Fi and
cellular systems will more fully realize the poten-
tial of Wi-Fi systems. This article has investigat-
ed the Wi-Fi data service platform in future
wireless access systems given the anticipation of
huge mobile data traffic loads. It was shown that
the actual throughput of Wi-Fi is unstable in
dense Wi-Fi deployment scenarios with the huge
mobile traffic due to the complex Wi-Fi radio
environment and interference from other wire-
less systems in unlicensed frequency bands. A
possible Wi-Fi management architecture was
introduced to effectively utilize the potential
capacity of Wi-Fi in the mobile network. Moni-
toring the radio environment at APs and UEs
enables the Wi-Fi data service platform to esti-
mate the successful transmission ratio by consid-
ering the OBSS influence and inter-system
interference. It is expected to strengthen UE
adoption of monitoring functions to achieve bet-
ter access. The control plane in cellular systems
gets rid of the Wi-Fi monitoring limitation and
further improves the Wi-Fi radio environment
information.

Extension of the architecture with the follow-
ing three approaches has the potential to achieve
further enhancement. The first approach is con-
sideration of more wireless systems, including
convergence with other wireless access in differ-
ent frequency bands as well as coexistence with
other wireless systems operated by different
operators. The second one is coordination with
backhaul/fronthaul networks. The bottleneck of
backhaul/fronthaul networks is expected to be
identified by total traffic monitoring, and the
calculation resources can be distributed into var-
ious access networks and nodes. The third one is
cross-layer optimization taking into account the
suitable application layer structure for the net-
work architecture described in this article.

The first approach, more wireless systems,
requires performance evaluations of various
wireless access schemes based on propagation
models and use cases. Even if the throughput of
a single wireless system is unstable, the combina-
tion of wireless accesses provides a high-grade
user experience. To enable seamless wireless
access, the values of the radio resources of the
different wireless accesses must be assessed by

considering the PHY rate and successful trans-
mission ratio distribution. In addition, coopera-
tion among multiple operators should be
considered on frequency resource sharing. The
game theoretic approach is a new way to analyze
such scenarios from the viewpoint of the fre-
quency resource management strategy [10].

The backhaul/fronthaul access networks can
be a bottleneck as the aggregated throughput in
the dense mobile UEs increases. The optimiza-
tion of all traffic, including wired and wireless
accesses, will be required to resolve the back-
haul/fronthaul restriction. The analysis of the
aggregated throughput and latency information is
expected to clarify the impact of the backhaul/
fronthaul capacities. High transmission capacity
between a management server and UEs may
realize the concept of network computing where
calculation of resource offloading is achieved by
distributing the calculations among various nodes
(e.g., management server, AP/BTS, and mobile
devices) in the total mobile network.

Cross-layer optimization is the key area to
add value to future wireless access systems.
Since the user can utilize multiple networks/links
simultaneously, it may be good to divide an
application service into multiple application
modules that use different wireless accesses.
Requirements (e.g., throughput and latency) for
each application module are sent to the manage-
ment server, and multiple rounds of network
management per user are conducted to provide
the suitable connection for the application ser-
vice. This new approach will accelerate aggres-
sive cross-layer optimization.

The extension with the three approaches
described above requires large-scale optimiza-
tion. Unfortunately, it makes it difficult to deter-
ministically derive the optimum values for all
controllable parameters. Application of machine-
learning techniques may be the most practical
way to obtain a quasi-optimum solution within a
limited time because performance levels with
various parameters for a Wi-Fi radio environ-
ment are stored at the management server and
can utilize the information as big data. Further-
more, information that is not directly relevant to
mobile traffic may enhance the performance
estimation at the management server. For
instance, information related to people’s behav-
ior at public events or in weather have the poten-
tial to improve the mobile traffic forecasts and
thus enable better proactive offloading.

In the radio resource depletion condition,
one-way offloading to a Wi-Fi network may
damage user experience due to the throughput
instability related to the inherent problems of
the unlicensed band. We believe that the future
Wi-Fi platform architecture for future wireless
access systems will optimize traffic sharing
between Wi-Fi and cellular networks, and
enhance overall mobile network performance.
The synergy of the two networks will further
strengthen the positive circle shown in Fig. 1.
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INTRODUCTION

Wireless communication infrastructure is facing a
great challenge with the expanding demand for
wireless broadband access to Internet. A recent
forecast study [1] indicates that a traffic growth
beyond 500-fold is expected between 2010 and
2020, assuming the same increase in data usage is
maintained. In order to improve the capacity, the
Third Generation Partnership Project (3GPP)
standards group has been investigating the per-
formance gains obtained by small cell deploy-
ment in Long Term Evolution (LTE) Release 12
and beyond. On the other hand, the IEEE 802.11
Working Group (WG) just ratified a new IEEE
802.11ax Task Group (TGax) primarily focused
on enhancing the system performance of Wi-Fi
in dense deployment scenarios [2].

However, some practical issues impose limita-
tions on large-scale small cell deployments. First,
there are increased costs for deploying and
maintaining the required infrastructure. Cus-
tomers are increasingly seeing wireless Internet
access as a utility, and premium taxation on
faster connections becomes less of an option

since the introduction of flat rate tariffs. So, as
revenue is not increasing at the same pace as
expenditures [1], capacity expansion requiring
larger capital expenditures (CAPEX), such as
acquisition and installation of cells, and operat-
ing expenditures (OPEX) (e.g., backbone main-
tenance) becomes an economic challenge. The
second issue relates to the diminishing availabili-
ty of radio spectrum, a fundamental resource
that is both finite and expensive. Modern wire-
less technologies like orthogonal frequency-divi-
sion multiplexing (OFDM), relaying, and spatial
multiplexing allow high spectrum usage efficien-
cy to be achieved, and some researchers argue
that spectrum scarcity is a non-issue due to avail-
able technology [3]. Nonetheless, a bandwidth
shortage of 275 MHz in the United States alone
is foreseen by the end of 2014 [4].

To face these challenges, cellular operators
are deploying complementary network infra-
structure for data delivery, a technique known as
mobile traffic offloading [5]. The two main tech-
nological advances to enable mobile traffic
offloading are the introduction of small cell net-
works and the development of dynamic spectrum
access techniques for operation in license-exempt
radio bands.

The concept of small cells, as proposed for
heterogeneous networks (HetNets), is two-fold.
In the data plane, the goal is enabling the dense
deployment of cells with smaller coverage areas,
but capable of serving high traffic loads. On the
other hand, in the control plane, the main goal is
diminishing the dependence on an operator’s
backbone by implementing concepts like self-
organization and self-adaptation. These require-
ments led 3GPP to standardize LTE small cells
for operation on licensed spectrum in Release
12. 3GPP also foresees the adoption of enhanced
IEEE 802.11 WLANs in unlicensed spectrum as
a complementary solution. In this sense, IEEE
802.11ac networks with Wi-Fi Passpoint are a
good starting point, while the IEEE 802.11ax
standard (currently under development) is being
considered for dense deployment scenarios. It is
foreseen that by 2016, up to 30 percent of broad-
band access in cellular networks will be attained
over traffic offloading networks [1].
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Dynamic spectrum access (DSA) has emerged
as an alternative to overcome the increasing
demand for additional capacity in wireless net-
works and spectrum scarcity [6]. DSA enablers
like cognitive radio concepts motivated regulato-
ry agencies to allow license-exempt operation in
licensed spectrum. For instance, the United
States [7] and Europe [8] recently published
rules for operation of secondary users (SUs) in
the so-called TV white spaces (TVWS). Another
initiative is authorized shared access (ASA) [9],
where incumbent spectrum holders negotiate
their spectrum with SUs in underutilized loca-
tions while maintaining acceptable interference
levels.

Despite small cells and DSA, spectrum
demand is so intense that joint operation of LTE
and Wi-Fi in the same license-exempt bands may
be expected [10]. Although current spectrum
allocation does not comprise any overlapped
spectrum band between both technologies, there
have been recent discussions in 3GPP concern-
ing the need for feasibility studies about the
deployment of LTE in unlicensed spectrum [11].
The objective of this study is to determine which
enhancements would be needed from LTE to
fulfill regulatory requirements to occupy those
bands, for example, the 5.8 GHz industrial, sci-
entific, and medical (ISM) band. Figure 1 shows
the LTE and Wi-Fi spectrum allocation in the
United States, already considering the 5.8 GHz
ISM as a possibility for LTE deployment.

Coexistence of LTE and Wi-Fi in the same
band poses certain technical challenges, and
some performance degradation can be expected.
From the early coexistence results in [12, 13], a
series of questions could be made to direct
future research: What issues arise from simulta-
neous operation of LTE and Wi-Fi in the same
spectrum bands? What technology is affected
the most? What can be done to improve perfor-
mance of both networks while coexisting? Should
enhancements be introduced for the physical
(PHY) and/or media access control (MAC) lay-
ers?

This article discusses the coexistence of LTE
and Wi-Fi networks in the same unlicensed spec-
trum bands from the radio resource manage-
ment (RRM) perspective. We review the
differences between LTE and Wi-Fi channel
access mechanisms, and present recent results
demonstrating the performance of the two tech-
nologies when they coexist in the same unli-
censed band. Then we discuss coexistence
mechanisms, including the adaptation of features
in both LTE and Wi-Fi that may act as enablers
for a coexistence scenario. Finally, we present
future research trends and conclusions.

CHALLENGES FOR
LTE/WI-FI COEXISTENCE IN

UNLICENSED BANDS
Enabling different networks to operate in the
same shared spectrum requires taking some
issues under consideration. One important
aspect is coexistence, which involves the defini-
tion of boundaries for the occupation of radio
resources (i.e. time and spectrum) by the net-

works, as well as intelligent modifications on the
RRM algorithms to take into account coexisting
dissimilar access technologies. Another impor-
tant aspect is interworking, that is, intelligent
management of user allocations among dissimi-
lar access technologies, handling ongoing (e.g.,
handover) and incoming (e.g., access selection)
connections. This work focuses on the coexis-
tence aspects. Interworking and network selec-
tion are beyond the scope of this article.

The lack of inter-technology coordination and
mutual interference management are some of
the main challenges for the efficient coexistence
of different wireless technologies. Most broad-
band wireless access systems have interference
management mechanisms, but these are designed
to work properly for terminals of the same tech-
nology. These built-in mechanisms become less
effective in heterogeneous wireless protocols/
standards, which adopt asynchronous time slots,
different channel access mechanisms, and dis-
parate transmission/interference ranges. In fact,
two of the most utilized broadband wireless
access networks nowadays, LTE and Wi-Fi, are
not only dissimilar but also incompatible when
operating in the same band.

Wi-Fi employs OFDM for encoding digital
data on multiple carrier frequencies, grouped
within subcarriers where OFDM symbols are
actually transmitted. In Wi-Fi infrastructure
mode, an access point (AP) bridges a basic sub-
scriber set (BSS) of wireless stations (STAs) to a
wired Ethernet network. STAs and APs utilize a
Wi-Fi default channel access mechanism, the
distributed coordination function (DCF), to
exchange data, control, and management frames.
DCF uses a contention-based protocol known as
carrier sense multiple access with collision avoid-
ance (CSMA/CA), where nodes listen to the
channel prior to transmission in a procedure
known as clear channel assessment (CCA). A
node in CCA may receive transmissions coming
from other nodes, causing the channel to be
seen as occupied, and hence deferring transmis-
sion to a random backoff time. CCA and backoff
decrease the probability of transmission colli-
sions in Wi-Fi at the cost of lower channel uti-
lization.

On the other hand, LTE employs orthogonal
frequency-division multiple access (OFDMA),
which is a multi-user version of OFDM. Multiple
access is achieved in LTE by assigning subsets of
subcarriers to individual user equipments (UEs)
for a specific number of symbol times (i.e., phys-
ical resource block, PRB), thus allowing simulta-
neous transmissions from several UEs. In

Figure 1. LTE and Wi-Fi spectrum allocation in the United States, consid-
ering future LTE deployment at the 5.8 GHz ISM band.
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comparison with Wi-Fi using DCF, LTE has
much more flexibility regarding resource alloca-
tion in time and frequency domains. Also, LTE
does not require carrier sensing prior to trans-
mission. Instead, the LTE base station (known
as eNodeB) allocates radio communication sub-
channels for channel estimation and equaliza-
tion, synchronization, management, control, and
data transmissions. Finally, eNodeB deployment
is usually planned, and inter-eNodeB communi-
cation infrastructure may be used for spectrum
usage coordination.

Another challenge is the LTE deployment
model for unlicensed spectrum bands. The first
limiting factor is that regulatory agencies restrict
the effective isotropic radiated power (EIRP) in
unlicensed spectrum bands to much lower levels
than typically used in LTE macrocells. Addition-
ally, LTE should be able to determine whether
Wi-Fi is jointly operating in the same spectrum
as well as establishing a coexistence mechanism
with it. From this, LTE small cells appear as a
natural deployment model for LTE operation in
unlicensed spectrum.

A potential traffic offloading scenario with
coexisting LTE and Wi-Fi deployments is the
single floor/multi-room indoor environment with
LTE small cells and Wi-Fi, illustrated in Fig. 2.
This scenario, composed of 2 rows of 10 rooms,
each measuring 10 m × 10 m × 3 m, is adopted
by both 3GPP and IEEE as a realistic scenario
to represent residential and small office uncoor-
dinated deployments.

In standalone single-floor/multi-room indoor
deployments, it can be expected that LTE out-
performs Wi-Fi in terms of average user

throughput due to its more efficient usage of
radio resources. A recent performance study [12]
not only confirmed that, but also showed that
when nodes of the two technologies coexist in
the same frequency band, LTE interference
severely affects Wi-Fi operation (Fig. 3).1 The
main reason is that LTE, in contrast to Wi-Fi,
does not sense for channel vacancy prior to
transmissions; thus, Wi-Fi nodes have a tendency
to be blocked by LTE transmissions. Hence,
while LTE is seldom affected by Wi-Fi interfer-
ence, Wi-Fi is almost silenced when coexisting
with LTE. This can be clearly seen on the aver-
age user throughput performance of both tech-
nologies presented in Fig. 3, especially for the
high node density case.

The next section explores enabling features
for efficient coexistence between LTE and Wi-Fi.

LTE/WI-FI COEXISTENCE ENABLERS
Coexistence mechanisms can be broadly classi-
fied into collaborative and non-collaborative
(autonomous), according to the exchange of
messages between coexisting systems. Non-col-
laborative mechanisms may be used
autonomously to facilitate coexistence with other
networks and devices, while collaborative mech-
anisms require mutual agreement on the param-
eters used in each network.

A classic example of a non-collaborative
coexistence mechanism is CSMA/CA with CCA
in Wi-Fi, which enables coexistence with other
wireless network technologies in unlicensed
bands such as IEEE 802.15.4 (Bluetooth). On
the other hand, a representative example of a
standardized collaborative coexistence mecha-
nism is IEEE 802.19.1, which defines a series of
network elements, functions, and interfaces for
the coexistence and coordination of different
networks in TVWS bands. Utilization of collabo-
rative coexistence mechanisms has greater poten-
tial to provide better performance for all
coexisting networks than non-collaborative
mechanisms. We describe a generalized proce-
dure for collaborative coexistence through the
flowchart in Fig. 4.

The generalized collaborative procedure
assumes two operation modes: regular mode
(RM) and coexistence mode (CM). RM repre-
sents standard operation, where no other tech-
nology is assumed to be using the spectrum at
the same location and time. Here, the search for
coexisting systems is done periodically, or trig-
gered by external events such as the increase of
the received interference or the detection of a
beacon of another technology.

If a coexisting system is detected, the follow-
ing actions are expected: identification of coex-
isting systems and synchronization with the
identified systems. Synchronization can be done
by reusing synchronization signals of the coexist-
ing technology, such as the primary and sec-
ondary synchronization signals (PSS and SSS) of
LTE and the preamble of Wi-Fi. Additional syn-
chronization information can also be obtained by
exploring the cyclic prefix repetitions of the
coexisting technology.

Next, a negotiation phase is started. At this
stage, the systems sharing the spectrum agree on

Figure 2. Single-floor/multi-room indoor scenario composed of 2 rows of 10
rooms, each measuring 10 m × 10 m × 3 m.
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STA density of 2.5 per AP for both cases. LTE and Wi-Fi evaluations: iso-
lated (LTE, Wi-Fi) and in coexistence (LTE (Coex) and Wi-Fi (Coex)).
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system parameters for a fair coexistence. Each
system is expected to renounce some resources
(e.g., time or frequency) it would use if operat-
ing in RM. However, minimum operational
requirements of individual systems must be satis-
fied. If there are no mechanisms for communica-
tion between the coexisting technologies, each
system should trigger coexistence techniques that
avoid channel access domination by any of the
coexisting radio access technologies.

Finally, each system reconfigures to agreed
parameters, thus switching to CM. Once in CM,
the systems monitor the shared resources in
order to check whether there is effective opera-
tion of the coexisting systems. The system should
also check for new secondary users, and return
to the negotiation phase when necessary. When
no coexisting system activity is detected, the
operation is switched back to RM.

A number of enabling features can help with
implementing collaborative coexistence mecha-
nisms for LTE and Wi-Fi. For once, new spec-
trum utilization opportunities for both LTE and
Wi-Fi can be created by allowing spectrum
incumbents to grant access to subutilized
licensed spectrum portions for secondary users,
known as flexible spectrum access (FSA). In
addition, given a specific spectrum portion, the
selected spectrum sharing technique may operate
on distinct dimensions (time, frequency, and
space). Some LTE mechanisms for interference
management can be adapted to enable coexis-
tence with Wi-Fi STAs. On the other hand, since
LTE interference has the potential to block Wi-
Fi STAs using DCF, some features can improve
Wi-Fi performance in coexistence with LTE,
such as channel selection and contention-free
operation. Table 1 presents a brief taxonomy of
these enabling mechanisms for LTE/Wi-Fi coex-
istence according to the radio access technology.

Mechanisms listed in Table 1 can be used in
CM operation within the general collaborative
coexistence procedure illustrated in Fig. 4. Such
coexistence enablers are described below.

FLEXIBLE SPECTRUM ACCESS
Two opposite spectrum licensing models regu-
late the operation of wireless broadband access
systems. In the licensed model, a spectrum

incumbent acquires exclusive utilization rights
from governmental regulatory agencies via, for
example, auctions. On the unlicensed model,
spectrum portions are specifically allocated for
non-exclusive utilization, and specific rules are
set to ensure coexistence. DSA techniques have
been considered as alternatives for improving
utilization of spectrum portions. However, DSA
efficiency in ensuring primary user rights, as well
as the economic viability of systems operating
under unpredictable portions of the spectrum,
are aspects still under evaluation.

An alternative spectrum allocation model,
FSA, has been recently proposed in the litera-
ture. One major example of FSA is authorized
shared access (ASA) [9], where the spectrum
incumbent economically explores its underuti-
lized spectrum assets by granting exclusive access
rights to third-party small cell systems, which
also brings a number of complementary benefits.
FSA grants can be constrained in frequency,
time, and space, which ensures protection of
incumbents and increases predictability for long-
term investments in both the spectrum incum-
bent and the leasing third-party system. In
addition, since small cells have a diminished cov-
erage radius, they can be located nearer to the
spectrum incumbent than conventional macro-
cells. The ASA approach takes advantage of
existing products and standards such as LTE sys-
tems. As such, ASA has potential for being cost
effective by reusing the available LTE infra-
structure for complementary wireless service.
Also, due to the opportunity for wider spectrum

Figure 4. Generalized collaborative coexistence algorithm.

Coexisting
system Coexisting

system
detected

Coexistence modeNegotiation phaseRegular mode

Coexisting
system detected

Coexistence
not detected

Coexistence
detection

Coexistence
detection

Coexistence not detected

Wait coexistence
detection period

Wait coexistence
detection period

Negotiate coexistence
parameters/synchronize

Table 1. Taxonomy for LTE/Wi-Fi coexistence
enablers.

Enabling mechanism Technology

Flexible spectrum access LTE/Wi-Fi

Channel selection Wi-Fi

Blank subframes LTE

Transmit power control LTE
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aggregation, it enables further performance
improvements.

CHANNEL SELECTION
Two major differences between Wi-Fi and LTE
technologies are channel allocation and network
deployment. While Wi-Fi was developed to be
used in unlicensed bands with uncoordinated
deployments, LTE was meant to be used in
licensed spectrum bands and planned deploy-
ments. When both of them share the same fre-
quency band, Wi-Fi performance is severely
degraded by LTE transmissions, as discussed
previously. Therefore, channel selection seems
to be an important enabler for LTE/Wi-Fi coex-
istence.

The uncoordinated nature of Wi-Fi deploy-
ments and the limitation of non-overlapping
channels in the ISM bands have motivated sever-
al studies about channel selection for Wi-Fi net-
works, which could also be exploited in
coexistence with LTE. Some Wi-Fi access points
(APs), for example, already implement simple
channel selection techniques, such as least con-
gested channel search (LCCS), in which the AP
monitors its own channel, also searching for
incoming packets from other APs, and selects
the least congested one.

As a refinement, the subcarrier allocation
flexibility provided by OFDM and OFDMA
techniques can also be exploited in coexistence
scenarios. Instead of fixed bandwidth channels,
adaptive bandwidth channels could be defined
and selected in coexistence scenarios.

Since Wi-Fi can be blocked by LTE when
coexisting, it is in Wi-Fi’s best interest to select
the least congested channel for operation. In this
case, some coordination between Wi-Fi APs and
LTE eNodeBs for channel selection could ease
the task of channel selection. This is an issue
since exchange of information between nodes
experiencing interference relies on a common
intertechnology communication framework, which
is currently unavailable for LTE and Wi-Fi.

BLANK SUBFRAMES
An intuitive way to share the spectrum is avoid-
ing technologies to access the channel at the
same time. According to the discussion above,
the probability of Wi-Fi being blocked when
coexisting with LTE is high, and since regulatory

rules usually mandate that technologies should
share channel access in unlicensed spectrum, a
time-sharing coexistence technique would
require LTE silent periods. For this, a key LTE
feature introduced in Release 10, the almost
blank subframe (ABS), can be exploited. ABSs
are LTE subframes with reduced downlink trans-
mission power or activity, intended to coordinate
transmission of macro and pico eNodeBs in het-
erogeneous deployments. During an ABS, LTE
macro eNodeBs cause less interference to pico
eNodeBs.

A modified version of ABS, where uplink
(UL) and/or downlink (DL) subframes can be
silenced, and no LTE common reference signals
are included, is proposed in [14] as null-sub-
frames to support coexistence with Wi-Fi. It is
shown that Wi-Fi is able to reuse the blank sub-
frames ceded by LTE, and that throughput
increases with the number of null-subframes.
Table 2 shows an example of null-subframe allo-
cation inside an LTE frame. However, since
LTE throughput decreases almost proportionally
to the number of ceded blank subframes, a
trade-off is established. Additional LTE perfor-
mance degradation may be observed if blank
subframes are nonadjacent, since Wi-Fi trans-
missions are not completely confined within
LTE silent periods. This is illustrated in Fig. 5a,
which summarizes the main results in [14]. How-
ever, if the duration and occurrence of LTE
blank subframes is reported to Wi-Fi during the
negotiation phase (Fig. 4), Wi-Fi nodes might be
able to conveniently confine their transmissions
within blank subframes and thus avoid interfer-
ing with LTE.

TRANSMIT POWER CONTROL
LTE UL transmit power control is an alternative
to the LTE blank subframes time-sharing
approach for LTE/Wi-Fi coexistence. Here, a
controlled decrease of LTE UEs’ transmit pow-
ers diminishes the interference caused to neigh-
boring Wi-Fi nodes, thus creating Wi-Fi
transmission opportunities as Wi-Fi nodes detect
the channel as vacant. Conventional LTE UL
power control compensates only a fraction of the
path loss. This effectively reduces LTE intercell
interference, as UEs experiencing high path loss,
usually in the cell edge, have their UL transmit
power diminished. However, LTE power control

Table 2. Examples of null-subframe allocation considering LTE TDD. The coexistence time denotes
the amount of time given for coexistence with Wi-Fi. D and U denote regular DL and UL subframes,
respectively. S denotes a special subframe for signaling. C denotes coexistence subframes (with no
LTE transmissions).

Subframe number

Coexistence time 0 1 2 3 4 5 6 7 8 9

0 ms D S U U D D S U U D

2 × 1 ms D S C U D D S U U C

4 ms D C C C C D S U U D

2 × 2 ms D S C C U U S C C D
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based on path loss is not effective for Wi-Fi
coexistence, which requires transmit power
reduction of UEs causing high interference to
Wi-Fi nodes.

An LTE UL power control with an interfer-
ence-aware power operating point is proposed in
[15] for enabling coexistence with Wi-Fi. Interfer-
ence measurements performed at LTE eNodeBs
and/or UEs allow estimating the presence and
proximity of Wi-Fi nodes. UEs measuring high
interference are more likely to cause high inter-
ference, so UL transmit power is reduced accord-
ing to a fractional compensation of the measured
interference. LTE UL power control defines UE
transmit powers so that path loss and interference
are compensated and a given signal quality (i.e., a
target signal-to-interference-plus-noise ratio,
SINR), is achieved at the LTE eNodeB receiver.
This fractional compensation of the measured
interference corresponds to decreasing the target
SINR when high interference is observed. As
such, LTE UE throughput is decreased accord-
ingly. As seen in Fig. 5b, the reduction of key
LTE UEs’ transmit powers indeed allows neigh-
boring Wi-Fi transmissions at the cost of decreas-
ing LTE throughput.

Simulated throughput results in Fig. 5 actual-
ly demonstrate that LTE blank subframes and
UL transmit power control define different
trade-off configurations for LTE and Wi-Fi in
coexistence. While Fig. 5a shows the simultane-
ous Wi-Fi throughput increase and LTE
throughput decrease with the number of blank
subframes allocated, in Fig. 5b the decrease in
the fraction of interference compensated by LTE

UL transmit power control also decreases LTE
throughput in favor of Wi-Fi throughput
increase.

LTE/WI-FI STANDARDIZATION FOR
COEXISTENCE IN

UNLICENSED BANDS
Studies undertaken so far clearly reveal that

some challenges need to be addressed for the
coexistence of LTE and Wi-Fi in the same unli-
censed band. Standardization bodies (i.e., 3GPP
and IEEE) are addressing some of these chal-
lenges.

From the perspective of LTE, 3GPP has
recently started discussion on operation in unli-
censed bands. A Study Item was created for
defining modifications necessary to LTE radio
for deployment in unlicensed spectrum [11]. On
the other hand, with Wi-Fi conventionally oper-
ating in unlicensed bands, IEEE has worked on
standardized mechanisms for allowing efficient
coexistence among heterogeneous wireless broad-
band access technologies within TVWS bands.
One major example of IEEE initiatives for oper-
ation in TVWS is the IEEE 802.19 Working
Group (WG) [16], where a task group named
802.19 TG1 addresses coexistence for IEEE 802
networks and devices. These studies can also be
useful for non-IEEE 802 networks and TV band
devices (TVBDs). Another initiative is the IEEE
802.11af standard, published in February 2014,
which covers Wi-Fi operation in the VHF and
UHF bands between 54 and 790 MHz.

Figure 5. LTE and Wi-Fi average user throughput performance in coexistence with a deployment of 10
APs/25 STAs per technology in a 20-room single-floor indoor scenario, relative to Wi-Fi with no
blank subframe. a) blank subframes allocation; b) LTE UL power control with an interference-aware
operating point.
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With the increasing relevance of Wi-Fi for
traffic offloading in cellular networks, improving
Wi-Fi efficiency in terms of end-user perfor-
mance in the presence of dense deployment of
APs and STAs has become more important.
Recognizing this, IEEE 802 WG created the
IEEE 802.11 High Efficiency WLAN (HEW)
Study Group (SG) [2] in May 2013, aiming to
enhance the quality of experience (QoE) of
wireless users in everyday high-density scenarios.
As a result of the discussions in HEW SG, the
IEEE 802.11ax Task Group (TGax) was recently
established to substantially increase user
throughput in dense networks with a large num-
ber of users and devices, dense heterogeneous
networks, and outdoor deployments. TGax
includes improvements to cellular offloading as
one of its major requirements, and is also inves-
tigating mechanisms to increase spatial capacity
with PHY-MAC enhancements to the existing
IEEE 802.11 standard in the 2.4 GHz and 5
GHz radio frequency bands. A first draft of
TGax amendments to IEEE 802.11 is expected
to be concluded by 2016.

CONCLUSIONS

The wireless communications community has
been searching for solutions to handle the
increasing demand for wireless broadband
access. In this context of spectrum scarcity, there
has been recent discussion about allowing wire-
less network technologies like LTE and Wi-Fi to
coexist in the same unlicensed bands. In this
article, we show that Wi-Fi is severely affected
by concurrent operation of LTE in the same
band. This indicates a serious need for coexis-
tence mechanisms to improve the performance
of both systems. The applicability of some coex-
istence enabling features for both LTE and Wi-
Fi are discussed, and research directions for
further development of inter-technology coexis-
tence are presented. We also propose coexis-
tence mechanisms by reusing the blank subframe
approach and the UL transmit power used in
LTE, and show that it can significantly improve
Wi-Fi performance when coexisting with LTE in
the same unlicensed bands.
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GUEST EDITORIAL

5G NETWORKS: END-TO-END ARCHITECTURE AND INFRASTRUCTURE

he forthcoming 5G infrastructure, defined as the
ubiquitous ultra-broadband network enabling the

future Internet (FI), is not only about new releases of cur-
rent network generations and services, but, more signifi-
cantly, will be associated with a true revolution in the
information and communications technologies (ICT) field:
the network will efficiently and effectively take forward
new-fangled services to everyone and everything, such as
cognitive objects and cyber physical systems (CPSs). A
“full immersive (3D) experience” enriched by “context
information” and, in particular, “anything or everything as
a service (XaaS)” are the main business drivers for massive
adoption and market uptake of the new fundamental
enabling technologies, beyond today’s “client-server”
model, where the network has been reduced to a ubiqui-
tous “pipe of bits.” XaaS refers to those services — beyond
the current models of software as a service (SaaS), infra-
structure as a service (IaaS), and platfore as a service
(PaaS), SPI models, of cloud computing — such as data as
a service (DaaS), security as a service (again, SaaS), net-
work as a service (NaaS), knowledge as a service (KaaS),
machine as a service (MaaS), and robot as a service
(RaaS), which could be delivered over the advanced 5G
infrastructure, without the need to own hardware, soft-
ware, or even the cognitive objects themselves. Communi-
cation services, such as voice and video telephony, will be
enriched and bundled with other services. The network
infrastructure is expected to become the “nervous system”
of the actual digital society and digital economy. This chal-
lenge calls for a complete redesign of services and service
capabilities, architectures, interfaces, functions, access and
non-access stratum protocols and related procedures, as
well as advanced algorithms (e.g., for unified connection,
security, mobility and routing management, and reconfigu-
ration of ICT services; and any type of resource of cyber
physical systems). The expected transformation will be
especially true at the edge, that is, around the end user (or
prosumer), where the “intelligence” already started migrat-
ing a few years ago, and where massive processing, memo-
ry, and storage capacity are gradually accumulating.

As of today, many challenges remain to be addressed to
meet the expected key performance indicators and new
services in terms of, for example:
•Throughput: 1000× more in aggregate and 10× more at

link level
•Latency: 1 ms for remote control of robots or tactile

Internet applications, and below 5 ms for 2–8K change
in view at 30–50 Mb/s

•Ultra-high reliability
•Coverage suitable for a seamless experience
•Battery lifetime: 10× longer
•Spectrum utilization: all spectra, from cellular bands to

visible light
The redesign of the radio access nodes will required

innovation in multiple areas of basic radio technologies,
such as a new air interface, new virtualized radio access
networks, new radio frequency transceiver architecture,
and new device radio architecture. New radio
backhaul/fronthaul and new fiber access for the fixed net-
work to support 5G wireless are also required as an inte-
gral part of the solution. The software defined 5G
architecture running on a fully integrated wireless/optical
infrastructure will be the de facto platform for future carri-
er networks on the horizon of 2020 and beyond. This plas-
tic architecture will unify connection, security, mobility,
and routing management, especially for supporting diverse
vertical industry applications. Full compatibility with cur-
rent and future incremental 4G releases will be guaranteed
by the possibility of instantiating any type of virtual archi-
tecture and installing any kind of network and service
application efficiently.

In IEEE Communications Magazine, this timely Feature
Topic brings together key contributions of researchers
from industry and academia that address the above chal-
lenging issues, and presents the fundamental peculiarities
of the advanced 5G infrastructure to be open and flexible
enough to meet defined (current) and unidentified (future)
stakeholders’ requirements. It also presents how the
widespread adoption and utilization of cloud computing at
the edge, software defined networking (SDN), services,
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and network function virtualization (NFV) will make the
5G infrastructure technically feasible and, especially, busi-
ness viable.

In response to our Call for Papers, 30 submissions were
received. The submissions underwent a rigorous review
process, following which only four outstanding contribu-
tions were selected for publication. The four articles are in
the broad area of 5G network architectures, mobility and
routing management, and device-to-device (D2D) commu-
nications. These articles are expected to stimulate new
ideas and contributions within the research community, in
addition to providing readers with relevant background
information and feasible solutions to the main technical
design issues of future 5G networks.

The first article, “Design Considerations for a 5G Net-
work Architecture” is by Patrick Kwadwo Agyapong, Mikio
Iwamura, Dirk Staehle, Wolfgang Kiess, and Anass Benjeb-
bour. The authors present a two-layer 5G network architec-
ture consisting of a radio access network and a network
cloud, which integrates many enabling technologies such as
small cells, massive MIMO, SDN, and NVF to facilitate
optimal use of network resources for QoE provisioning and
planning. In this article, an initial proof of concept is also
presented in order to demonstrate the technical feasibility
of the proposed architecture. The crucial issues that need
to be addressed and resolved to realize a complete 5G
architecture vision are also thoroughly discussed.

The second article, “A New Control Plane for 5G Net-
work Architecture with a Case Study on Unified Handoff,
Mobility, and Routing Management by Volkan Yazıcı,
Ulaş C. Kozat, and M. Oǧuz Sunay, proposes an all-SDN
network architecture with hierarchical network control
capabilities as a simplified and unified approach to mobili-
ty and routing management for 5G networks. Beyond this,
the novel architecture supports connectivity management
as a service (CMaaS), which may be offered to provide
QoS differentiation with a range of options to protect
flows against subscriber mobility at different price levels
without the utilization of tunneling protocols. Performance
results show the proposed architecture to be a viable solu-
tion for mobile D2X communications with end-to-end
latency below 5 ms. 

In the third article, “Terminal-Centric Distribution and
Orchestration of IP Mobility for 5G Networks,” Alper
Yegin, Jungshin Park, Kisuk Kweon, and Jinsung Lee first
describe the efficiency issues of the current Third Genera-
tion Partnership Project (3GPP) centralized approach to
mobility management using core anchoring. Then they pre-
sent and discuss multiple dimensions of distributing the
mobility functions, and suggest how the mobile terminal
can utilize them (terminal based solution) in orchestration
for efficient communication over a 5G flat mobile network.
An L4+ mobility solution is the preferred choice when a
flow requires session continuity and both endpoints support
at least one common L4+ mobility protocol that is applica-
ble to the flow. Remote anchoring is preferred over access
anchoring as the former does not create a triangular data
path. Access anchoring acts as a supplement when an L4+
solution or core/remote anchoring is used, and provides the
optimal data path between the terminal and its peer

(remote end) only at the beginning of the communication,
when the terminal is still close to the anchoring point.

The fourth article, “Toward D2D-Enhanced Heteroge-
neous Networks,” by Francesco Malandrino, Claudio
Casetti, and Carla Fabiana Chiasserini, argues the need to
integrate functionally D2D and infrastructure-to-device
(I2D) modes, and proposes a multi-modal proportional
fairness (MMPF) algorithm to achieve this goal. They
evaluate the impact of D2D in a two-tier scenario, where
macro and micro coverage are combined. Simulation
results show that although I2D retains a clear edge for
general-purpose downloading, D2D is a viable solution for
localized transfers as well as viral content. Ultimately,
D2D can indeed be integrated in cellular networks (e.g., as
far as the network control concerns for the optimized
usage of the spectrum, and for authentication and autho-
rization), but apparently cannot entirely replace the
deployment of small cells: it is useful to complement them
and mitigate the effects of a reduced infrastructure deploy-
ment together with enabling new services based on prox-
imity in a scalable way.

Many initiatives on 5G are currently ongoing at the glob-
al level. For example, in the United States, the three main
activities carried out on 5G are in the Intel Strategic
Research Alliance (ISRA), 4G Americas, and NYU Wire-
less Research Center. In China, it is ongoing in the Ministry
of Science and Technology (MOST) 863 Research Program
(Chinese: 863计划) and IMT-2020 (5G) Promotion Group.
In Japan, the 2020 and Beyond Ad Hoc Group is under the
Association of Radio Industries and Businesses’ (ARIB’s)
advanced wireless communications study committee. In
Korea, the main activity is in the 5G Forum. The most
important initiatives in the European Union are the 5G Pri-
vate Public Partnership (5G PPP) and the 5G Innovation
Centre (5G IC), at the University of Surrey, United King-
dom. The 5G PPP is within the EU Horizon 2020 — The
EU Framework Programme for Research and Innovation
— under one of the most important EU Industrial Leader-
ship challenges: ICT-14 Advanced 5G Network Infra-
structure. Within this research and innovation framework,
the European Commission (EC), under the approval of the
European Parliament (EP), has already committed €700
million of public funds over six years (2015–2021). From
two to ten times higher is expected to be the investment
from private parties: industry, SME, and research institutes. 

Most efforts are currently focused on research and
innovation work; after that, intensive standardization activ-
ities, field tests, and large-scale trials will take place to
accelerate industrial pre-adoption. Commercial products
will likely be available in the market beyond 2020. This
approximate roadmap applies to infrastructures and
devices for human and, in particular, mission-critical and
massive machine communications.

In closing, we would like to thank all the stakeholders
who have made this Feature Topic possible: colleagues
who spread the Call for Papers around, the many authors
who submitted papers to our Feature Topic, the team of
reviewers, who helped us to select and further improve the
outstanding papers that are published in this magazine, the
Editor-in-Chief (EiC) of IEEE Communications Magazine,
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Dr. Sean Moore, as well as the members of the Editorial
Board for their invaluable help and for hosting this Fea-
ture Topic, and ComSoc’s editorial staff who produced the
final material. 

We hope that this endeavor will meet readers’ expecta-
tions, for whom this Feature Topic on advanced 5G infra-
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1 In [3], reliability is
defined as “the probabil-
ity that a certain amount
of data to or from an end
user device is successful-
ly transmitted to another
peer (e.g., Internet serv-
er, mobile device, sensor,
etc.) within a predefined
time frame, i.e., before a
certain deadline expires.
The amount of data to
be transmitted and the
deadline are dependent
on the service character-
istics.”

2 In the context of this
article, robustness is
defined as the ability of
the network to support a
minimum predefined
service level (e.g., mini-
mum signal-to-interfer-
ence-plus-noise ratio,
SINR, to support basic
voice communications)
regardless of the network
conditions (e.g., in natu-
ral disasters).

INTRODUCTION

Despite the advances made in the design and
evolution of fourth generation cellular networks,
new requirements imposed by emerging commu-
nication needs necessitate a fifth generation
(5G) mobile network. New use cases such as
high-resolution video streaming, tactile Internet,
road safety, remote monitoring, and real-time
control place new requirements related to
throughput, end-to-end (E2E) latency,
reliability,1 and robustness2 on the network. In
addition, services are envisioned to provide
intermittent or always-on hyper connectivity for
machine-type communications (MTC), covering
diverse services such as connected cars, connect-
ed homes, moving robots, and sensors that must
be supported in an efficient and scalable man-
ner. Furthermore, several emerging trends such
as wearable devices, full immersive experience
(3D), and augmented reality are influencing the
behavior of human end users and directly affect-
ing the requirements placed on the network. At
the same time, ultra-dense small cell deploy-
ments and new technologies such as massive
multiple-input multiple-output (mMIMO), soft-
ware defined networking (SDN), and network
function virtualization (NFV) provide an impe-

tus to rethink the fundamental design principles
toward 5G.

This article proposes a novel 5G mobile net-
work architecture that accommodates the evolu-
tion of communication types, end-user behavior,
and technology. The article first highlights trends
in end-user behavior and technology to motivate
the challenges of 5G networks. Some potential
enablers are identified, and design principles for
a 5G network are highlighted. This is followed
by the articulation of a 5G mobile network archi-
tecture together with details of some fundamen-
tal technology enablers and design choices, and
a discussion of issues that must be addressed to
realize the proposed architecture and an overall
5G network. The article wraps up with proof of
concept evaluations and conclusions.

CURRENT TRENDS
It is well known that mobile data consumption is
exploding, driven by increased penetration of
smart devices (smartphones and tablets), better
hardware (e.g., better screens), better user inter-
face design, compelling services (e.g., video
streaming), and the desire for anywhere, anytime
high-speed connectivity. What is perhaps not
widely mentioned is that more than 70 percent
of this data consumption occurs indoors in
homes, offices, malls, train stations, and other
public places [1]. Furthermore, even though
mobile data traffic is increasing at a brisk pace,
signaling traffic is increasing 50 percent faster
than data traffic [2].

More end users are using multiple devices
with different capabilities to access a mix of best
effort services (e.g., instant messaging and email)
and services with quality of experience (QoE)
expectations (e.g., voice and video streaming).
Over-the-top (OTT) players provide services and
apps, some of which compete directly with core
operator services (e.g., voice, SMS, and MMS).
Connectivity is increasingly evaluated by end
users in terms of how well their apps work as
expected, regardless of time or location (in a
crowd or on a highway), and they tend to be
unforgiving toward the mobile operator when
these expectations are not met. Moreover, the
battery life of devices and a seamless experience
across multiple devices (or a device ecosystem)
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This article presents an architecture vision to
address the challenges placed on 5G mobile net-
works. A two-layer architecture is proposed, con-
sisting of a radio network and a network cloud,
integrating various enablers such as small cells,
massive MIMO, control/user plane split, NFV,
and SDN. Three main concepts are integrated:
ultra-dense small cell deployments on licensed
and unlicensed spectrum, under control/user
plane split architecture, to address capacity and
data rate challenges; NFV and SDN to provide
flexible network deployment and operation; and
intelligent use of network data to facilitate opti-
mal use of network resources for QoE provision-
ing and planning. An initial proof of concept
evaluation is presented to demonstrate the
potential of the proposal. Finally, other issues
that must be addressed to realize a complete 5G
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have also become important issues for many end
users. 

The Internet of Things (IoT), which adds
“anything” as an additional dimension to connec-
tivity (in addition to anywhere and anytime), is
also becoming a reality. Smart wearable devices
(e.g., bracelets, watches, glasses), smart home
appliances (e.g., televisions, fridges, thermostats),
sensors, autonomous cars, and cognitive mobile
objects (e.g., robots, drones) promise a hyper-
connected smart world that could usher in many
interesting opportunities in many sectors of life
such as healthcare, agriculture, transportation,
manufacturing, logistics, safety, education, and
many more. Even though operators currently rely
on existing networks (especially widely deployed
2G/3G networks and fixed line networks) to sup-
port current IoT needs, many of the envisaged
applications impose requirements, such as, very
low latency and high reliability, that are not easi-
ly supported by current networks.

To cope with such evolving demands, opera-
tors are continuously investing to enhance net-
work capability and optimize its usage. Operators
are deploying more localized capacity, in the
form of small cells (e.g., pico and femto cells
and remote radio units, RRUs, that are connect-
ed to centralized baseband units by optical fiber)
to improve capacity. In addition, traffic offload-
ing to fixed networks through local area tech-
nologies such as Wi-Fi in unlicensed frequency
bands has become widespread. To optimize net-
work usage for better QoE in a fair manner,
mobile networks are also integrating more func-
tionality such as deep packet inspection (DPI),

caching, and transcoding. All these improve-
ments come at significant capital and operating
costs, however.

With the increasing complexity and associated
costs, several concepts and technologies that have
proved useful to the information technology (IT)
sector are becoming relevant to cellular networks
as well. For instance, an industry specification
group (ISG) set up under the auspices of the Euro-
pean Telecommunications Standards Institute
(ETSI ISG NFV) is currently working to define
the requirements and architecture for the virtual-
ization of network functions and address identified
technical challenges. Similarly, the Open Network-
ing Foundation approved a Wireless and Mobile
Working Group in November 2013 to identify use
cases in the wireless and mobile domain that can
benefit from SDN based on OpenFlow.

5G CHALLENGES, ENABLERS, AND
DESIGN PRINCIPLES

Based on current trends, it is generally under-
stood that 5G mobile networks must address six
challenges that are not adequately addressed by
state-of-the-art deployed networks (Long Term
Evolution-Advanced, LTE-A): higher capacity,
higher data rate, lower E2E latency, massive
device connectivity, reduced capital and opera-
tions cost, and consistent QoE provisioning [3,
4]. These challenges are briefly discussed below
together with some potential enablers to address
them. Figure 1 provides an overview of the chal-
lenges, enablers,3 and corresponding design prin-

Figure 1. 5G challenges, potential enablers, and design principles.
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ciples for 5G. It must be noted that the enablers
highlighted in Fig. 1 also introduce their own set
of challenges and corresponding key perfor-
mance indicators (KPIs). Some of these chal-
lenges are discussed in the relevant sections.
Nevertheless, a detailed discussion of the rele-
vant KPIs is outside the scope of this article.
The interested reader is referred to [4] for more
details on this aspect.

SYSTEM CAPACITY AND DATA RATE
Beyond 2020 mobile networks need to support a
1000-fold increase in traffic relative to 2010 lev-
els, and a 10- to 100-fold increase in data rates
even at high mobility and in crowded areas if
current trends continue [1, 3, 4]. This requires
not only more capacity in the radio access net-
work (RAN), but equally important, also in the
backbone, backhaul, and fronthaul. Pricing
schemes can be used to manage and potentially
reduce the increase in data consumption, as
already demonstrated by operators in the mar-
ket. However, as customers are willing to pay for
the provisioned service rather than the data vol-
ume, pricing models may not be effective to sup-
press traffic in the future.

The current consensus is that a combination of
more spectrum, higher spectrum efficiency, net-
work densification, and offloading are necessary to
address these challenges in the RAN [5]. Opportu-
nities for more spectra include higher frequency
bands (e.g., millimeter-wave, mmW), unlicensed
spectrum, and aggregation of fragmented spectrum
resources using carrier aggregation techniques.
Dual connectivity of terminals to multiple base sta-
tions can exploit aggregated use of spectrum
deployed at different base stations. Besides the
available bandwidth, high frequency bands also
allow for mMIMO using antenna arrays with small
form factors, which can provide a 10-fold increase
in capacity compared to conventional single-anten-
na systems [6]. Nevertheless, high frequency bands
suffer from high path loss attenuation and are lim-
ited to line of sight (LOS) and short-range non-
LOS environments. Massive MIMO can be
exploited to extend the coverage of higher frequen-
cy bands by relying on beamforming gains.

Advanced physical layer techniques, such as
higher-order modulation and coding schemes
(MCS), such as 256-quadrature amplitude mod-
ulation (QAM), increase spectral efficiency and
can be combined with mMIMO to increase sys-
tem capacity. By adding some intelligence at the
transmitter and receiver, potential interference
can be coordinated and cancelled at the receiver
to increase system throughput [7]. With such
techniques in place, new schemes such as non-
orthogonal multiple access (NOMA), filter bank
multicarrier (FBMC), and sparse coded multiple
access (SCMA) can further be utilized to
improve spectral efficiency. For example, NOMA
with successive interference cancelling (SIC)
receivers has been shown to improve overall
throughput in macrocells compared to orthogo-
nal multiple access schemes by up to 30 percent
even for high-speed terminals, with further gains
expected with advanced power control [8].

Network densification refers to the dense
deployment of many small cells. High carrier fre-
quencies are well suited for small cells. The high

attenuation they suffer is no longer seen as a
drawback, but rather as an enabler to provide
effective separation and mitigate interference
between densely deployed small cells. To allow
efficient improvement of capacity at critical loca-
tions, it is desirable that coverage and capacity
be addressed independently. This can be realized
through an architecture where control (C) and
user data (U) planes are split among different
cells [9]. The benefit of this approach is that U-
plane resources can be scaled independent of C-
plane resources. This allows more U-plane
capacity to be provided in critical areas where it
is needed, without the need to also provide co-
located C-plane functionalities. Thus, more flexi-
ble deployments at lower costs can be realized.
In such a C/U-plane split architecture, macro-
cells can provide coverage (C+U), and small
cells can provide localized capacity (U). 

Techniques like mMIMO and higher-order
MCS can be employed in small cells to boost
throughput [5]. Massive MIMO has an increased
risk of link failure due to narrow beamforming,
but this could be mitigated by employing robust
techniques like dual connectivity, which always
provides uninterrupted fallback to the coverage
layer. Additionally, local offload through tech-
niques such as network-controlled device-to-
device (D2D) communications can further
increase achievable system throughput [10].

Advances in optical networking, including
optical switching, may be able to address the
capacity requirements in the backbone, back-
haul, and fronthaul. In addition, mMIMO can be
used to provide high-capacity wireless backhaul
and fronthaul links in LOS conditions.

END-TO-END LATENCY
End-to-end latency is critical to enable new real-
time applications. For example, remote con-
trolled robots for medical, first response, and
industrial applications require rapid feedback
control cycles in order to function well. Safety-
critical applications for cars and humans, built
around vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) communication, also require
very quick request-response and feedback con-
trol cycles with high availability and reliability.
Augmented and virtual reality applications (e.g.,
immersive displays and environments) require
very fast request-response cycles to mitigate
cyber sickness. In order to realize these applica-
tions, networks must be able to support a target
of 1 ms E2E latency with high reliability [11].

Innovations in air interface, hardware, protocol
stack, backbone, and backhaul (all-optical trans-
mission and switching), as well as network archi-
tecture can all help to meet this challenge. A new
air interface with new numerology, such as shorter
transmission time interval (TTI), can reduce over-
the-air latency to a few hundred microseconds.
Shorter TTI requires high available bandwidth,
but this can be supported by using higher frequen-
cy bands. Note that such new numerology relies
on significant improvements in receiver hardware
(e.g., processing power and buffer size).

In addition, E2E latency can be reduced by
enhancements in higher-layer protocols (e.g., use
case and network-aware admission/congestion
control algorithms to replace TCP slow start),
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bringing communicating endpoints closer (e.g.,
through network-controlled D2D and ultra-dense
small cell deployments with local breakout) and
adding more intelligence at the edge of the net-
work. The latter is realized, e.g., through caching
and pre-fetching techniques, service-dependent
location of C-plane protocols and orchestration.
For example, C-plane protocols necessary for
latency-critical MTC services may be distributed
at the edge of the network, whereas C-plane pro-
tocols required for services with more relaxed
latency requirements could be located at a cen-
tral entity. Efficient design of the non-access stra-
tum (NAS) could also help reduce E2E latency.
For example, integrating NAS and access stratum
(AS) could reduce the control signaling required
to set up and maintain a data connection, which
can reduce the E2E latency. Alternatively, devel-
oping NAS protocols better tailored to new use
cases could also yield a similar result.

MASSIVE NUMBER OF CONNECTIONS
The number of connected devices is expected to
increase between 10- and 100-fold beyond 2020
[3]. These will range from devices with limited
resources that require only intermittent connec-
tivity for reporting (e.g., sensors) to devices that
require always-on connectivity for monitoring
and/or tracking (e.g., security cameras, transport
fleet). In addition to the sheer number of con-
nected devices, a challenge is to support the
diversity of devices and service requirements in a
scalable and efficient manner.

A combination of advances in air interface
design, signaling optimization, and intelligent
clustering and relaying techniques can all con-
tribute to support hyperconnectivity. For
instance, using one device as a gateway or relay
to aggregate traffic from multiple devices can
reduce the signaling load on the network. More
efficient protocols that combine AS and NAS
also reduce the signaling burden. Moreover, con-
tention-based and connectionless access proce-
dures can be used to efficiently support MTC
applications that only require intermittent con-
nectivity to transmit small packets. 

Not all devices may be equipped with high-pre-
cision devices to cope, for example, with tight syn-
chronization to maintain orthogonality of signals
in a multiple access environment when new
numerology is introduced to reduce latency. To
mitigate this, new waveforms such as FBMC,
which can suppress out-of-band emission to reduce
interference under an asynchronous environment,
can be explored [12]. FBMC also has a potential
to cope better than OFDM with doubly dispersive
channels when both the transmitting and receiving
endpoints are moving (e.g., in a V2V application).

In addition, supporting devices with limited
resources such as sensors will require advances in
battery and energy harvesting technologies on
one hand and efficient signaling and data trans-
mission protocols on the other. For instance,
robust medium access techniques combining both
control and data transmission could be explored.

COST
Connectivity is seen as an important enabler for
socio-economic development. Therefore, it is
important to reduce the infrastructure cost as

well as the costs associated with their deploy-
ment, maintenance, management, and operation
to make connectivity a universally available,
affordable, and sustainable utility. The challenge
for the design of 5G is that huge improvements
are needed to address the new requirements, but
customers are not willing to pay proportionally.
In effect, 5G should be a network (RAN, core,
backbone routers, and backhaul) that addresses
all the new requirements at a cost that will make
service provisioning sustainable.

Solving the capacity and data rate challenges
with network densification could be very expen-
sive in terms of equipment, maintenance, and
operations. One way to reduce equipment cost is
to minimize the number of functionalities at the
base station. This could be done by implementing
only layer 1/2 (L1/L2) functionalities in the base
station and moving higher-layer functionalities to
a network cloud that serves many base stations.
Reducing the number of functionalities results in
simpler base stations, which could be deployed by
users and remotely or autonomously managed to
reduce deployment and operation costs.

Energy consumption is a significant opera-
tions cost driver, with the RAN estimated to
consume 70–80 percent of the energy require-
ments [13]. Therefore, intelligent energy man-
agement techniques, especially in the RAN,
could provide a viable means to reduce overall
network operations costs. Energy-efficient hard-
ware design, low-power backhaul, and intelligent
energy management techniques, especially in
ultra-dense networks, to put base stations to
sleep when not in use can all contribute to reduc-
ing the cost of operating a 5G network [13]. 

NFV and SDN are also viable enablers to
reduce costs. NFV decouples network function-
ality from dedicated hardware and promotes
implementation of functionality in software on
general-purpose IT hardware operated according
to a cloud model [14]. SDN decouples C- and U-
planes of network devices, and provides a logi-
cally centralized network view and control, which
facilitates transport network optimization. These
technologies will make the network more flexible
as new functionality can be introduced with sim-
ple software upgrades, and more sophisticated
algorithms can be employed to manage the net-
work from a holistic viewpoint. Moreover,
pooled hardware resources can be shared among
multiple functions, thus realizing multiplexing
gains and lowering the amount of necessary
hardware. The flexibilities enabled by NFV and
SDN can make the network quick to deploy and
more adaptable, and reduce time to market for
new services. 

QOE
Quality of experience describes the subjective
perception of the user as to how well an applica-
tion or service is working. Quality of experience
is highly application- and user-specific, and can-
not be generalized. For example, the QoE of
video applications depends on the quality of the
encoded and delivered video in the context of
the display on which the video is shown. Deliver-
ing an application with too low QoE leads to
user dissatisfaction, whereas too high QoE
unnecessarily drains resources on both the user
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(e.g., device battery) and operator (e.g., radio
and transport network resource, base station
power) sides. Hence, a challenge for 5G is to
support applications and services with an opti-
mal and consistent level of QoE anywhere and
anytime.

Despite the diversity of QoE requirements,
providing low latency and high bandwidth gener-
ally improves QoE. As such, most enablers men-
tioned previously can improve QoE. Additionally,
traffic optimization techniques can be used to
meet increasing QoE expectations. Furthermore,
installing caches and computing resources at the
edge of the network allows an operator to place
content and services close to the end user. This
can enable very low latency and high QoE for
delay-critical interactive services such as video
editing and augmented reality.

Better models that describe the relationship
of QoE to measurable network service parame-
ters (e.g., bandwidth, delay) and context parame-
ters (e.g., device, user, and environment) are
also emerging. Big data, including information
from sensors (e.g., on the device) and statistical
user data, can be used intelligently with such
models to more precisely assess the QoE expect-
ed by a user and determine the optimal resources
to use to meet the expected QoE. SDN can then
be used to flexibly provision the necessary
resources.

Besides the mobile network, advances in the
fixed network and potential convergence of the
fixed and mobile networks are also needed to

address the challenges highlighted above. How-
ever, specific discussions related to the fixed net-
work and convergence of the mobile and fixed
networks are outside the scope of this article. 

5G MOBILE NETWORK
ARCHITECTURE VISION

Figure 2 illustrates a 5G mobile network archi-
tecture that utilizes the enablers discussed previ-
ously. The key elements in the architecture are
summarized below:
• Two logical network layers, a radio network

(RN) that provides only a minimum set of
L1/L2 functionalities and a network cloud
that provides all higher layer functionalities

• Dynamic deployment and scaling of func-
tions in the network cloud through SDN
and NFV

• A lean protocol stack achieved through
elimination of redundant functionalities
and integration of AS and NAS

• Separate provisioning of coverage and
capacity in the RN by use of C/U-plane
split architecture and different frequency
bands for coverage and capacity

• Relaying and nesting (connecting devices
with limited resources non-transparently to
the network through one or more devices
that have more resources) to support multi-
ple devices, group mobility, and nomadic
hotspots

Figure 2. 5G mobile network vision and potential technology enablers.
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• Connectionless and contention-based access
with new waveforms for asynchronous
access of massive numbers of MTC devices

• Data-driven network intelligence to opti-
mize network resource usage and planning

LOGICAL NETWORK LAYERS: 
RADIO NETWORK AND NETWORK CLOUD

The network architecture consists of only two
logical layers: a radio network and a network
cloud. Different types of base stations and RRUs
performing a minimum set of L1/L2 functions
constitute the radio network. The network cloud
consists of a U-plane entity (UPE) and a C-
plane entity (CPE) that perform higher-layer
functionalities related to the U- and C-plane,
respectively (Fig. 2). 

As shown in Fig. 3, the physical realization of
the network cloud could be tailored to meet vari-
ous performance targets. For example, instances
of UPEs and CPEs could be located close to base
stations and RRUs to meet the needs of latency-
critical services. To support latency-critical ser-
vices, for example, it may be better to connect
RRU3 to a small nearby data center (data center
3) rather than a large data center farther away
(data center 2). On the other hand, RRU1 may be
connected to a large data center located farther
away (data center 2) rather than a nearby small
data center (data center 1) if support for latency-
critical services is not required. Such flexibility
allows the operator to deploy both large and small
data centers to support specific service needs.

Such architecture simplifies the network and
facilitates quick, flexible deployment and man-
agement. Base stations would become simpler

and consume less energy due to the reduced
functionalities, thereby making dense deploy-
ments affordable to deploy and operate [15, 16].
Additionally, the network cloud allows for
resource pooling, reducing overprovisioning and
underutilization of network resources. 

DYNAMIC DEPLOYMENT AND SCALING OF
NETWORK FUNCTIONS WITH SDN AND NFV

By employing SDN and NFV, CPE and UPE
functions in the network cloud can be deployed
quickly, orchestrated and scaled on demand. For
instance, when a local data center is unable to
cope with a flash crowd (e.g., due to a local disas-
ter), additional capacity can be borrowed quickly
from other data centers. In addition, resources
within a data center can be quickly shifted to
support popular applications simply by adding
additional instances of the required software. 

Besides this application-level flexibility, the
use of a cloud infrastructure also provides flexi-
bility with respect to the available raw processing
capacity. Spare cloud resources can be lent out
when demand is low, whereas additional
resources can be rented through infrastructure
as a service (IaaS) business models during peak
hours. Furthermore, a broad range of “as a ser-
vice” business models based on providing specif-
ic network functionalities as a service (i.e.,
XaaS) could also be envisioned. The complete
or specific parts of the network could be provid-
ed to customers (e.g., network operators, OTT
players, enterprises) that have specific require-
ments, for example in a “mobile network as a
service” or “radio network as a service” model.
“UPE/CPE/NI as a service” models, where spe-

Figure 3. Realization of a 5G network cloud. The network cloud is a logical entity with physical realization that can be tailored to
meet specific needs.
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cific core network functionalities (Fig. 2) of the
mobile network are provided a la carte as a ser-
vice, could also be envisioned. Last but not least,
parts of the platform could be rented out to
third parties like OTT players to enable the pro-
vision of services and applications that require
extremely low latency to end users. Besides the
XaaS business models that could be facilitated,
the flexibility of a cloud, coupled with SDN and
NFV technologies, also makes the network easi-
er, faster, and cheaper to deploy and manage.

LEAN PROTOCOL STACK
With virtualization, interfaces between network
functionalities become interfaces between soft-
ware. Two separate protocols for the C-plane
may no longer be relevant if both NAS and AS
protocols can be virtualized. Under a unified
cloud paradigm, the NAS and AS protocols can
be integrated into a single protocol, removing
redundant functionality. In current LTE, for
example, the NAS ServiceRequest and RRC
ConnectionRequest messages are concatenated,
but these could be merged into a single message
in a future cloud-based and virtualized network.
Similarly, some procedures related to mobility
management, session management, and security
can potentially be removed. As an example, the
connection establishment procedure can be sig-
nificantly simplified by requiring a handshake
only between the peer entities of a single proto-
col. This in turn will realize faster connection
establishment. Bearer-based QoS management
could also be replaced by simple IP marking,
with proper mechanisms in place to prevent all
packets being marked with the highest QoS class. 

Similarly for the U-plane, merging of func-
tionalities in the RAN L2 and gateway function-
alities in the current core network (CN) can be
considered. Virtualization of the U-plane is gen-
erally considered to be more difficult than that
of the C-plane due to the sheer volume of data
to be processed. Virtualization of the RAN L2
protocols can demand significant processing
power, as L2 protocols support various features
that are dynamic in nature, like dynamic trans-
port block size (according to resource allocation
and instantaneous radio condition), segmenta-
tion and concatenation of packets, and hybrid
automatic repeat request (ARQ). The radio
scheduler functionality and advanced features
like mMIMO require accurate channel state
information (CSI) to be effective. Hence, if such
features are to be virtualized, CSI also needs to
be delivered to the virtualized entity, potentially
imposing significant transport overhead. Howev-
er, with sufficient advancements in technology
and careful selection of functionalities, some of
the services provided by L2 can be feasible for
virtualization around 2020. In principle, this
allows the functionalities provided by different
RAN and CN protocols to be merged and a sin-
gle U-plane entity to provide radio transport ser-
vices and gateway functionalities. Nevertheless,
careful study is needed to determine for which
layers such integration can occur.

One feature that can be potentially removed
from the U-plane stack is ciphering, since this is
increasingly implemented by transport layer
security (TLS) over IP. Generally, E2E solutions

are more efficient than encrypting segments
along the path. However, E2E encryption implies
no traffic visibility along the path and makes
traffic control in networks difficult. In many
operator networks today, intelligent mechanisms
such as deep packet inspection (DPI) and
caching are used to optimize resource usage and
improve QoE. End-to-end encryption would
make these intelligent mechanisms dysfunction-
al. As security of signals transmitted over the air
is essential, due to the broadcast nature of radio
signals, where to terminate ciphering in the net-
work is an important issue.

INDEPENDENT PROVISIONING OF
COVERAGE AND CAPACITY WITH
C/U-PLANE SPLIT ARCHITECTURE

Coverage and capacity are provided indepen-
dently in the RN with a C/U-plane split architec-
ture. Macro and metro base stations provide
coverage using licensed spectrum in lower fre-
quency bands and existing cell sites, integrating,
for example, NOMA and SIC to boost capacity
[8].

Small cell base stations (e.g., Phantom cells
[9]) and RRUs provide localized capacity using a
combination of licensed and unlicensed spec-
trum in low and high frequency bands. These
cells are deployed indoors and at outdoor
hotspots. Advanced schemes (e.g., mMIMO) are
also implemented in some RRUs and small cells
to boost capacity. Because of the highly variable
user and traffic distribution in small cells, they
can be put to sleep or switched off completely
when they are not needed to save energy.
Dynamically switching small cells on and off can
provide significant energy savings without
degrading network performance [16].

Separating coverage from capacity enables
independent mobility of the C-plane and U-
plane in areas with overlapping coverage of
macro and small cell base stations. In effect, the
C- and U-planes for a terminal can take differ-
ent paths. This requires the terminal to support
connectivity to multiple base stations at the same
time.

RELAYING AND NESTING TO SUPPORT
MULTIPLE DEVICES, GROUP MOBILITY, AND

NOMADIC HOTSPOTS

Relays are used as a means to support group
mobility (e.g., terminals in a moving vehicle) and
nomadic hotspots. In such scenarios, all trans-
missions within the group are aggregated at one
or more entities (e.g., a small cell) and relayed
to the network through a wireless backhaul that
connects to the network cloud (Fig. 2). Devices
with limited resources, such as low-powered
wearable devices, connect non-transparently to
the network through one or more devices that
have more resources (nesting, Fig. 2). By con-
necting non-transparently, network paging pro-
cedures can be used to initiate connections to
such devices, thus reducing signaling traffic and
power consumption. Together, relaying and nest-
ing provide support for a huge number of devices
with diverse capabilities in a scalable and effi-
cient manner.
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DATA-DRIVEN NETWORK INTELLIGENCE

The architecture allows the network cloud to col-
lect various types of user-centric, network-centric,
and context-centric data. The network cloud uses
intelligent algorithms to provide real-time insights
for efficient resource management, mobility man-
agement, local offload decisions (e.g., network-con-
trolled D2D communications), QoE management,
traffic routing, and context-aware service provision-
ing (e.g., geocasting). Furthermore, the aggregated
data can provide useful input for network plan-
ning. By providing application programming inter-
faces (APIs) to the network cloud, the collected
data can be used in various forms for useful public
(e.g., urban planning) and commercial purposes.
For example, the APIs can be used to facilitate
new businesses based on selling knowledge about
network conditions as a service to OTT players,
which can allow them to provide consistent service
quality to end users.

ISSUES
Several issues need to be addressed in order to
realize the proposed network architecture in
particular, and 5G networks in general. Some of
these issues are summarized in Fig. 4 and briefly
discussed below.

One issue that must be addressed is how lega-
cy networks will interface and interoperate with
the new network architecture. One could imagine
a migration step where the legacy CN and RAN
are migrated to separate cloud platforms during
the development phase of 5G (Fig. 4). In order
to avoid building parallel networks, it will be
essential to specify interfaces and protocols
between entities in the legacy clouds and the new
network cloud to ensure interoperability. 

Another issue is to determine the optimal
physical realization of the network cloud to meet
performance and cost targets. Whereas central-
ization of resources could result in savings from
pooling, it could also lead to performance bottle-
necks, higher latency, and single points of fail-
ure. Additional robustness measures will also be
needed to avoid devastating impact on service
availability if the central entity fails. Moreover,
centralization could lead to the need for larger
processing and transport capacity at the central
entity to process and transport the aggregated
traffic, which could diminish the cost savings
achieved by pooling. On the other hand, dis-
tributing resources could lead to performance
improvements and reduced latency, but may be
costly due to reduced pooling gains and an
increased number of data center locations at
corresponding higher operational expenses.
Finding the right balance is an important issue.

Ultra-dense small cell deployments will be
especially useful for indoor and hotspot environ-
ments. As shown in Fig. 5, different deployment
options have different implications for the net-
work. In addition to spectrum, backhaul is also
an important issue, especially for user deploy-
ment. Local breakout may be required for more
efficient routing through the user-provisioned
backhaul. However, this has implications on the
functionalities needed at the small cell base sta-
tion. For instance, U-plane processing function-
alities are needed to support local breakout.
Additionally, support for local breakout makes
traffic invisible to the network, which affects
intelligent QoE provisioning. 

Besides the issues highlighted above, seam-
less mobility provisioning among different types
of deployed local and wide-area technologies

Figure 4. Overview of issues that must be addressed to realize the 5G architecture vision.
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with potentially different functionalities also has
to be addressed to improve the overall QoE for
end users. Mechanisms to support simultaneous
sessions and seamless session mobility across dif-
ferent access networks will also be required to
support consistent QoE for end users. Further-
more, different types of edge networks will also
need to be integrated within the 5G network
architecture. For instance, the communication
needs of cognitive mobile objects (robots2X,
drones2X, etc.) will all need to be efficiently
supported and integrated in 5G networks. Final-
ly, new paradigms of identity management and
charging will need to be developed for 5G, in
particular, to cope with the huge number of
devices expected to be connected to the net-
work, the diverse use cases, and different edge
network topologies.

INITIAL PROOF OF CONCEPT
A real-time simulator is used to evaluate the sys-
tem-level gains when some of the candidate 5G
technologies described in the previous section
are introduced for downlink transmission. Specif-
ically, the gains from the hybrid usage of macro-
cells at lower frequency bands and small cells at
higher frequency bands, together with mMIMO,
are demonstrated. 

Figure 6 shows the deployment environment
studied, which consists of buildings, moving vehi-
cles, users, macro base stations, and a dense
deployment of small cell base stations. A seven-
cell model is assumed with an inter-site distance
of 500 m. Each macrocell has three sectors, and
each sector has 30 outdoor users (i.e., penetration
loss = 0 dB). A 3 km/h user speed is assumed.
Ray tracing is applied using the vertical plane
launch (VPL) method to emulate a real propaga-
tion environment of a 750 m × 750 m dense urban
area in Shinjuku, Tokyo. The baseline system

consists of LTE-based macrocells using 20 MHz
bandwidth at 2 GHz. Each macrocell uses two
transmit (Tx) antennas. An antenna gain of 14
dBi and a total transmit power of 49 dBm are
assumed for each macrocell base station. For
evaluating the gains of network densification and
wideband transmission at higher frequency bands,
12 small cells are deployed per sector. Each small
cell uses 1 GHz bandwidth at 20 GHz. The num-
ber of Tx antennas per small cell is 64. An anten-
na gain of 5 dBi and a total transmit power of 30
dBm are assumed for each small cell base station.
The number of receive antennas at the user ter-
minal is 4 at both 2 GHz and 20 GHz. 

For 2 × 4 MIMO transmission in macrocells,
single-user MIMO is applied based on implicit

Figure 5. Small cell deployment options and issues.
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Figure 6. The deployment environment of the 5G real-time simulator.
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CSI feedback using the LTE Release 8 code-
book. For 64 × 4 mMIMO transmission in small
cells, the CSI of users is assumed to be perfectly
known at the small cell base station side, and
Hermitian precoding is applied for multi-layer
transmission. In order to improve both cell cov-
erage (by beamforming gain) and spectrum effi-
ciency (by spatial multiplexing gain) of small
cells, single-user MIMO and multi-user MIMO
dynamic switching (up to 4 users) and rank
adaptation (up to 4 layers/user) are introduced.
Proportional fairness scheduling is applied to
allocate frequency/time resources to users at
macrocells and small cells disjointly. Note that
no intercell interference coordination (ICIC) is
applied among either macrocells or small cells. 

The performance of the candidate technolo-
gies are shown in Fig. 7. Figure 7a illustrates the
spectrum usage for macrocells and small cells. It
can be seen that the power spectrum density
(PSD) becomes lower as the spectrum band-

width is extended to 1 GHz for small cells. In
Figs. 7b and 7c, the x-axis (time [subframe])
refers to the number of subframes being pro-
cessed and also the time in milliseconds (one
subframe = 1 ms). The system throughput per
subframe of a 500 m × 500 m area is shown in
Fig. 7b, which demonstrates that compared to a
macro-only 3GPP Release 8 LTE deployment,
around 1300× system throughput gains are
achieved by a combination of dense deployment
of small cells, using large bandwidths at higher
frequency bands and employing mMIMO tech-
niques at small cells. By simulating each of the
candidate 5G technologies above, we see the
1300× system throughput gains as the combina-
tion of almost 50× from bandwidth extension
from 20 MHz to 1 GHz, 4× from antenna densi-
fication by adding 12 small cells per sector, and
around 6.5× from mMIMO by introducing 64 ×
4 mMIMO with single-user MIMO and multi-
user MIMO dynamic switching.

Figure 7. Spectrum usage and performance evaluation results of the 5G real-time simulator: a) power
spectrum density (dBm/Hz) vs. frequency (GHz); b) throughput (Mb/s) vs. time (subframe); c) classi-
fied UE ratio vs. time (subframe).
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Finally, Fig. 7c shows the classified UE ratio,
which gives the fraction of users who are able to
achieve a particular range of data rate. It can be
seen from this that more than 90 percent of
users are able to achieve data rates in excess of 1
Gb/s (i.e., the red color zone expanded to below
0.1) with such a network. These initial results
demonstrate the potential of network densifica-
tion using small cells, bandwidth extension in
higher frequency bands, and mMIMO at small
cells to address the capacity and data rate chal-
lenges of 5G networks.

CONCLUSIONS
The important challenges that must be addressed
by 5G networks have been highlighted: higher
capacity, higher data rate, lower E2E latency,
massive device connectivity, reduced capital and
operation cost, and consistent QoE provisioning.
A 5G architecture vision to address some of those
challenges is presented and a two-layer architec-
ture proposed, consisting of a radio network and
a network cloud. The proposed architecture inte-
grates various enablers such as small cells, mas-
sive MIMO, C/U-plane split, NFV, and SDN. The
main concepts can be summarized as follows:
• Ultra-dense small cell deployments on

licensed and unlicensed spectrum, under
C/U-plane split architecture, to address
capacity and data rate challenges

• NFV and SDN to provide flexible network
deployment and operation, with integrated
AS and NAS features

• Intelligent use of network data to facilitate
optimal use of network resources for QoE
provisioning and planning
Initial proof of concept investigations suggest

more than 1000 times throughput gains com-
pared to a macro-only 3GPP Release 8 LTE
deployment are achievable by a combination of
dense deployment of small cells, using large
bandwidths at higher frequency bands and
employing massive MIMO techniques at small
cells. Nevertheless, some of the components
highlighted in the system concept have mutual
conflicts when details are considered. Hence,
how to balance the pros and cons of each aspect
needs to be carefully studied. Further investiga-
tions are necessary, particularly in the following
areas: suitable techniques for use in small cells
in different frequency regimes; how to incorpo-
rate small cells with NFV and SDN in a cost-
effective manner; and intelligent algorithms that
better utilize the available network resources to
provide a consistent end-user QoE.
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INTRODUCTION

Mobile operators are faced with several major
challenges such as the unprecedented increase in
wireless traffic, losing existing and new revenue
sources to over-the-top (OTT) providers, and
increasing capital as well as operational expendi-
tures to serve the demand. To meet these chal-
lenges, many mobile service providers (MSPs)
are heavily pursuing cloudification opportunities,
mainly in the form of network function virtualiza-
tion (NFV) [1]. NFV aims to move some or all of
the functions of the mobile network from dedi-
cated hardware platforms to virtual machines
running on generic hardware. NFV promises
reduced expenditures, agility and flexibility, and
the capability for MSPs to launch new network
services to seize new market opportunities in

timescales that OTT providers can achieve. Vir-
tualization and pooling of baseband processing in
the base stations is one example of NFV, and is
commonly referred to as the cloud radio access
network (C-RAN) in the literature [2].

Moving toward cloudification, a brute force
approach would be to keep the current network
architecture and simply run core network nodes
(xGSN, S-GW, P-GW, MME, PCRF, HSS, etc.)
as well as service platforms (e.g., IMS) in a virtu-
alized data center environment (referred to as a
telco cloud) [3]. We argue that while this is a
step in the right direction toward easing the
problems of MSPs, it is not sufficient. Ultimate-
ly, a mobile network is concerned with the for-
warding of flows to and from mobile user
equipment (UE) via a chain of network func-
tions. While NFV brings programmability, agili-
ty, and flexibility to the realization of individual
functions, it is essential that a programmable,
agile, and flexible realization of individualized
flow control that orchestrates flows across differ-
ent chains of functions is also present in 5G sys-
tems so that MSPs can quickly create and deploy
new revenue-generating services.

We advocate that a key differentiator of 5G
systems from 4G will be in how we architect and
orchestrate the overall system control to realize
the benefits of cloudification while taking the
full advantage of the transport capacity distribut-
ed over a large geographical area in the form of
base stations, switches, routers, fiber links,
microwave links, etc. We envision fully decou-
pled, independently scalable and programmable
user and control planes for 5G. In this respect,
software defined networking (SDN) is a natural
architectural choice for 5G systems. In SDN
architectures, complex control plane functions
(CPFs) are removed from forwarding elements
and placed behind a logically centralized con-
troller. Thus, the SDN approach simplifies the
forwarding elements and ships complex CPFs to
physical or virtual servers running in a data cen-
ter. The controller collects the distributed net-
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work state on behalf of CPFs and provides them
direct centralized access to raw network state or
their abstracted forms. Based on this centralized
view, CPFs dictate decisions on how packets are
processed, pipelined, and forwarded on one or
more data plane nodes (DPNs) by sending
instructions back to the controller, which in
return sanitizes and translates these instructions
for individual forwarding elements using an open
standard (e.g., OpenFlow, NetConf) or propri-
etary interface supported at individual DPNs.

Mobile networks are composed of two com-
ponents: the RAN and the core network (CN).
While the RAN provides connectivity of the
UEs to the network via base stations (eNBs), the
CN provides paths between eNBs and various
services as well as outside networks. Then, con-
sidering the mobility of UEs, the delay con-
straints associated with various control
functionalities of the mobile network are signifi-
cantly different. In this article, while we advo-
cate an all-SDN network architecture for 5G, we
ascertain that an interworking set of hierarchical
controllers, as opposed to a single centralized
controller, is necessary to handle such variations
in the delay constraints. The hierarchy of con-
trollers allow not only for locally optimized con-
trol decisions within the network, but also a new
dimension in service provisioning, where control
of a given service at different hierarchies corre-
sponds to different grades of service. 

The rest of this article is organized as follows.
First, we give an overview of the control plane
architecture in the current cellular system and
discuss why rethinking is necessary for 5G. Then
we present an overview of the existing SDN-
based architecture proposals for the CN and
RAN from the literature. Next, we introduce a
new network architecture that has the following
characteristics:
• A hierarchy of controllers are deployed to

provide flow-based service grades for differ-
ent CPFs.

• Overlay routing via tunnels is completely
eliminated.

• Handoff decisions, mobility management,
and end-to-end routing are unified under a
single CPF.

• New instructions for southbound interface
are specified to orchestrate control func-
tions programmatically.

• Multiple CPFs for the same functionality
may be described to provide such functions
as a cloud service to open new revenue
venues for MSPs.
We then introduce a use case for unified

mobility and routing management in the new
architecture, summarize some of our experimen-
tal findings that show how we can trade off wire-
less connectivity performance with network
operational cost on a per flow basis. Finally, we
draw some conclusions. 

WHY THE 4G CONTROL PLANE
NEEDS TO CHANGE

The 4G cellular system has evolved from its
third generation counterpart. For this reason,
the RAN and CN components are usually

referred to as Long Term Evolution (LTE) and
System Architecture Evolution (SAE), respec-
tively. Together, they form the Evolved Packet
System (EPS) [4]. The EPS is an all-IP network
supporting only packet-switched connectivity. All
radio related functions are pushed down to the
eNBs in the EPS to increase delay performance
when reacting to the changes in the wireless
environment. EPS has clean separation of the
user and data planes in the CN to allow the
independent scaling of the two planes. 

The control operations in the EPS are func-
tionally split between the RAN and the CN. The
RAN has a single element, the eNB. The eNB is
responsible for admission control; inter-cell
radio resource management (RRM); radio
resource block (RB) control and scheduling; and
handoff management. In contrast, the CN con-
sists of several elements: mobility management
entity (MME), serving gateway (S-GW), packet
gateway (P-GW), home subscriber server (HSS),
and policy and charging rules function (PCRF).
The MME is mainly responsible for paging and
mobility management, but is also involved in
bearer management, admission control, subscrip-
tion management, and so on. The HSS is
involved in subscription management. The
PCRF, S-GW and P-GW are all involved in
bearer establishment, maintenance, and quality
of service (QoS). For instance, the PCRF dic-
tates QoS policies and charging for individual
flows and subscribers, while enforcement of
these policies through mapping flows to bearers,
performing packet filtering and metering are
tasks of the P-GW. The P-GW is also responsi-
ble for IP address assignment for the UEs. The
S-GW is involved in buffering packets for idle
mode subscribers and triggering paging through
the MME. The current EPS network architec-
ture is illustrated in Fig. 1.

The massive growth in traffic volume as well
as the volume of connected devices necessitates
an evolution of LTE toward 5G. The latest sig-
nificant step in this evolution is Third Genera-
tion (3GPP) Release 12, where the new use case

Figure 1. Current EPS network architecture.
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of device-to-device (D2D) communication is
being studied for the first time under the title
proximity services (ProSe) [5]. The 3GPP defines
D2D communication as communication between
two nearby UEs directly, without routing through
the EPC. D2D communication may or may not
involve routing through the local eNB. D2D
communication will improve spectrum and ener-
gy efficiency of the overall system while increas-
ing the throughput and end-to-end delay
performance for D2D links [6]. D2D-enabled
LTE is also aimed at mission-critical communi-
cation systems that must function when cellular
networks are not operational. 

In 3GPP, D2D studies are centered around
two fundamental types of operations:
• D2D discovery
• D2D communication
While D2D discovery aims to identify other UEs
in close proximity for possible D2D communica-
tion, D2D communication is the actual direct
link for data transfer. For both operations, it is
essential to architect an efficient, fast, and robust
control plane so that D2D terminals are time
synchronized to the network, and are allocated
and subsequently scheduled for the necessary
resources. 

D2D discovery should be designed in such a
way that the UEs wake up only to listen for
potential D2D partners. This is best achieved by
allocating static wireless resources to the discov-
ery operation in the network. Conversely, D2D
communication should utilize resources only
when necessary so that spectrum efficiency is
maintained in the network. This requires dynam-
ic network-controlled allocation of resources to
the D2D link. For both D2D discovery and com-
munication, uplink resources are favored [6]. 

D2D discovery and communication opera-
tions should be operational beyond the coverage
of the network. In the absence of network guid-
ance, the pool of UEs that are candidates for
D2D communications may use either an ad hoc
or cluster-head-based control mechanism. If an
ad hoc mechanism is employed, each UE con-
trols itself, and discovery and communication
may utilize one of the well-known random medi-
um access control (MAC) protocols such as car-
rier sense multiple access (CSMA) [6]. If, on the
other hand, a cluster-head-based control topolo-
gy is preferred, one UE assumes a master role
and performs all of the control operations that
local eNBs provide under network coverage.
Cluster-head-based control is also suitable for
D2D-based range extension within the network,
where the selected cluster head acts as a relay to
convey network control and communication data
to out-of-coverage UEs in its proximity. 

While LTE has achieved significant gains in
lowering MSP expenditures and increasing end-
user experience with higher data rates and lower
latencies, fresh thinking on the cellular network
architecture is necessary toward 5G. The explo-
sive demand in wireless data is driving a hetero-
geneous network (HetNet) paradigm with a large
number of small cells as well as allowing D2D
connectivity and resulting in potentially a signifi-
cantly more complex RAN and CN control, push-
ing up the deployment and operational costs
substantially. 5G networks will likely experience a

continuous deployment of small cells based on
changes in local user demand. As it is not possi-
ble to re-architect the network every time it gets
denser, an agile and configurable solution is
needed. Furthermore, it is very likely that the
local demand for the data and control planes of
5G networks will grow at different paces, necessi-
tating an independently scalable solution. As user
demand increases, so does user intolerance to
underperforming applications. 5G networks
should be able to dynamically steer or repriori-
tize individual traffic flows based on network-
wide orchestration utilizing big data analytics to
ensure user satisfaction. For improved perfor-
mance, 5G networks will also require a more
coordinated approach to RAN technologies, as
already exemplified in the latest release LTE sys-
tems in the form of coordinated multipoint
(CoMP) transmission and intercell interference
coordination (ICIC) where multiple eNBs serve a
UE in coordination, and coordinate their trans-
missions to minimize their interference to one
another, respectively. Such coordinated technolo-
gies will potentially be better realized via a logi-
cally centralized control plane spanning over the
eNBs of a given geography as opposed to the
current distributed approach of LTE. 

Furthermore, reduction of the costs of such a
network will need to come in two major fronts:
• Cloudification: Virtualization of various net-

work functions will enable the realization of
a multitude of functionalities in a virtual-
ized data center environment, eliminating
the need for specialized hardware.

• Programmability: A programmable network
will enable MSP-led innovations of new
control applications and the corresponding
chain of services to provide control differ-
entiation of different flows even for some
of the most fundamental network opera-
tions such as mobility management.
Then an agile and flexible 5G architecture

with perfectly decoupled data and control planes
where virtualized network functions as well as
data flows can be orchestrated programmatically
is necessary. We argue that the SDN framework
is the ideal candidate for such an architecture.
After providing a brief review of the existing
SDN proposals for cellular networks, we intro-
duce the proposed architecture.

OVERVIEW OF EXISTING SDN
PROPOSALS FOR CN AND RAN

There have been a number of studies in the lit-
erature that detail how the current 3GPP data
plane may be realized using an SDN framework.
For instance, in [3], Kempf et al. propose sup-
porting the tunneling protocol between the gate-
way nodes and eNBs as an extension to the
OpenFlow Switch (OFS) specification [7]. Fur-
thermore, they envision that the transport fabrics
between the tunnel endpoints are also OFS, cen-
tralizing the control over the paths that flow
between the P-GW and eNBs. As a result, both
the S-GW and P-GW can be split from their
data plane functions and instead run purely as
control plane applications. However, the pro-
posed architecture does not mention how com-
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plex policies can be enforced on the extended
OFS, a crucial component for carrier-grade
SDN. MobileFlow introduces a complementary
SDN architecture with a logically centralized
MobileFlow controller for mobility management
with legacy equipment support in addition to the
OpenFlow controller for routing [8]. While
MobileFlow provides a promising architecture, it
does not specify the interplay of the two con-
trollers in detail for different network control
operations or mention how the control of the
RAN might be integrated into the architecture.

The Softcell architecture highlights possible
bottleneck issues due to many functions hosted
on P-GWs, and advocates a cleaner separation
between the data and control plane functions
[9]. In the proposal, local control agents interact
with the more centralized controller to resolve
the timescale issues in control loops. The authors
advocate that the current OpenFlow model is
not sufficient to perform useful functions such as
deep packet inspection (DPI) and header com-
pression on the path. 

The OpenRoads architecture discusses the
necessity of coordination between the RANs of
different radio access technologies (RATs) to
enable seamless inter-RAT handoffs [10]. Open-
Radio discusses the benefits of a software pro-
grammable data plane for the RAN through the
decomposition of wireless protocols into separate
processing and decision plane components with a
simple programmable application programming
interface (API) between them [11]. SoftRAN
suggests a logically centralized control plane for
the RAN in a given geography composed of a
number of eNBs, where parts of the control
remain at the eNBs [12]. Specifically, operations
of handoffs and power control are handled at a
centralized network controller, whereas each
eNB controls resource allocation. OpenRF pro-
poses a central controller for coordinated inter-
ference management of MIMO-based Wi-Fi
networks [13]. The OpenRF controller assigns
each flow to an access point (AP) and establishes
corresponding interference and coherence vec-
tors. These assignments are conveyed to the APs,
which in return combine all assigned coherence
and interference vectors to produce precoding
vectors that enable transmission of desired flows
coherently while nulling any interference these
flows may cause to other active flows.

Extending on all of the above reported work,
we propose an all-SDN architecture for the
mobile network with hierarchial controllers. In
the next section we discuss this architecture.

A NEW PROGRAMMABLE 5G
CONTROL PLANE ARCHITECTURE

The 5G network will most likely be heterogeneous
in its deployment with densely populated small
cells, with device-to-infrastructure (D2I) as well as
device-to-device (D2D) links, and operational on
a number of different carrier frequencies, ranging
from today’s cellular bands below 5 GHz to mil-
limeter-waves at 60 GHz and beyond. Evolving
from LTE, 5G will likely have an extensive set of
adaptive physical layer components relying on
large numbers of transmit and receive antennas. 

We believe a simpler programmable network
architecture will be able to support such a vision.
This architecture will completely eliminate spe-
cialized and thereby expensive components such
as the MME, S-GW, P-GW, and PCRF, as well
as tunneling protocols used for overlay routing.
Furthermore, this architecture will unify the con-
trol of the RAN and CN for the network to
allow for flexibility in orchestrated network pro-
grammability. While we advocate an all-SDN
network architecture, we ascertain that an inter-
working set of hierarchical controllers as
opposed to a single centralized controller is nec-
essary to handle the delay constraints associated
with various control functionalities of the mobile
network. For instance, scheduling of wireless
resources is traditionally based on the channel
quality feedback received from users. The coher-
ence time of this feedback is dependent on the
carrier frequency as well as the user mobility. At
2 GHz, this is equal to 90 ms and 1.1 ms for a
user travelling at 3 km/h and 250 km/h, respec-
tively. At 5 GHz, these values reduce to 36 ms
and 0.43 ms, respectively. Considering a 5–10 ms
one-way delay in traditional backhaul links [12],
centralized control of such a scheduling opera-
tion away from the individual eNBs may be fea-
sible for a low-mobility user, but certainly not
for a high-mobility user. The proposed architec-
ture provides the flexibility to divide the wireless
resources within a geographical area with multi-
ple eNBs into a number of virtual slices and per-
form scheduling within these slices at different
controller hierarchies. While scheduling at the
eNB controller allows for reactive utilization of
wireless resources, it is conducted with a limited
local network view. On the other hand, schedul-
ing conducted at the RAN controller may lead
to better prioritization of flows, utilizing a larger
network view, at the expense of an increase in
the reaction time to network dynamics. 

In the proposed architecture, which is depict-
ed in Fig. 2, the core control functions of the
wireless network such as connectivity, RAT selec-
tion, handoff management, mobility management
(MM), C-RRM, QoS, policy, and charging are all
realized as applications running on one or more
of the hierarchical controllers. Furthermore, mul-
tiple control applications for the same functional-
ity may be present in the network, realized at the
same or different controller hierarchies. The
selection of the control application for a given
flow may depend on not only the user identity,
flow, connection type, but also user mobility, user
observed channel quality, network carrier fre-
quency, mobile phone capability, user billing
plan, roaming information, OTT identity, and
more that jointly make up the mobile network
state. It may also be possible to switch from one
control application to another during the lifetime
of a flow due to a change in the network state. 

As illustrated in Fig. 2, the following con-
trollers are defined in the proposed architecture
in decreasing hierarchy: network controller,
RAN controller, base station (BS) controller,
and UE controller. For a mobile network cover-
ing a wide area, it may be desirable to realize
the logically centralized network and RAN con-
trollers in a distributed fashion across the topol-
ogy to provide scalability and increased
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performance. By their nature, the BS and UE
controllers are already distributed. 

Analogous to the OpenFlow interface [7], the
control of the end-to-end network operates over
tables of <Match, Action> tuples, sent by the
controllers to the forwarders (routers, BSs, and
user equipment). However, an extended set of
match and action attributes are needed for the
mobile network. Any subset of the above
described network state may be used as a Match
entry. The corresponding Actions may be to
select a RAT, schedule or avoid a specific wire-
less resource, initiate handoff, set the modula-
tion and coding, initiate an automatic repeat
request (ARQ) protocol, charge according to a
specific policy, initiate CoMP, initiate ICIC, for-
ward on a specific port, pause a flow, resume a
flow, limit the data rate and bandwidth, allow/
disallow D2D communication, act as a relay, and
so forth. An efficient representation of the net-
work state and associated control actions within
the <Match, Action> tuple is necessary and
requires further investigation. 

The control of the network also necessitates
close interaction between the hierarchical con-
trollers. In the proposed architecture, a con-
troller at a higher hierarchy may send constraints
to a controller at the lower hierarchy using a
similar <Match, Action> tuple. Here, the Match
entries may include any subset of the network
state, and the Action entries include the selec-
tion of a control application, disabling or enforc-
ing the joining of a RAT, limiting modulation
and coding options, disallowing simultaneous
scheduling of the same resource to the matching
flows, disallowing handoffs to certain types of
BSs, disallowing or only allowing D2D communi-
cation, limiting transmit power for a given
resource, powering a BS on or off, and so on.
Conversely, a controller at a lower hierarchy
sends abstracted feedback to a controller at the
higher hierarchy upon the higher hierarchy con-
troller’s demand or at regular intervals. For
example, the RAN controller may disallow the
handoff of a high mobility user from a macrocell
to a small cell. Similarly, the RAN controller
may require the same RBs to be or not to be

scheduled for a given user by the BS controllers
for CoMP operation. This constraint does not,
however, negate the autonomous operation of
the scheduler application running on the BS
controllers. In return, these controllers may send
an abstracted feedback of the users’ observed
channel quality histories to the RAN Controller,
which in turn may use this information to decide
when and how to instantiate CoMP or ICIC. 

Let us now describe the controllers in the hier-
archy. The UE Controller is responsible for the
selection of one of many available radio access
technologies (RAT) that the device supports sub-
ject to the limitations that are imposed locally or
by one of the controllers in the higher hierarchy.
This way, RAT selection based on subscription,
policy and charging on a per-flow basis becomes
possible. The UE controller is also responsible for
various D2D discovery and communication con-
trol operations: push or pull based discovery con-
trol, D2D physical layer modulation and coding
adaptation, H-ARQ operation, out-of-coverage
D2D distributed random access and/or cluster
head-based centralized control options for discov-
ery and communication, etc. 

One step higher in the control hierarchy is
the BS Controller. As described above, we
believe that delay-constrained functions such as
wireless resource management and scheduling as
well as the corresponding adaptive physical layer
packet creation need to be controlled close to
the UE at the BS Controller for D2I communi-
cation. The D2D resource management and syn-
chronization of the in-coverage D2D UEs are
also controller by the BS controller. The RAN
Controller, which is one step up on the hierar-
chy, oversees all of the BSs in a given geographi-
cal area and thus has the potential to effectively
control the C-RRM functionalities. However,
the proposed architecture also allows for the C-
RRM control at the BS Controller in a distribut-
ed fashion, similar to today’s LTE solution. It is
also possible to invoke one C-RRM control for
one flow, and another control for another. 

The Network Controller at the top of the
hierarchy potentially orchestrates end-to-end
QoS provisioning, application-aware route estab-
lishment and service chaining, mobility manage-
ment, policy and charging and it percolates/
delegates its decisions on the controllers in the
lower levels of the hierarchy. 

The hierarchical control of the all-SDN net-
work allows for the realization of a given control
operation at different hierarchies, possibly using
different control applications and introducing
new venues for revenue generation for MSPs.
One important example of this flexibility is for
connectivity management, which is comprised of
mobility management and dynamic route man-
agement. This is discussed in the next section. 

CASE STUDY: JOINT CONTROL OF
ACTIVE MODE MOBILITY AND

ROUTE MANAGEMENT

One of the fundamental goals of network con-
trol is to ensure that a route for a given flow
between two nodes is quickly and effectively

Figure 2. Programmable all-SDN 5G network architecture.
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established and maintained. In a wireless net-
work, this problem becomes significantly more
complex as one or both of the nodes are mobile. 

For D2I links, the control of mobility is split
in LTE. A typical handoff is controlled at the
RAN. In cases where anchor points (S-GW, P-
GW) in the core network change as a result of
the handoff, the MME, S-GW, and potentially
P-GW can be involved to maintain the overlay
routes (e.g., GTP tunnels). The selection of IP
routes between the e-NB, S-GW, and P-GW are
controlled via IP routing independent from
mobility management. Furthermore, the MSPs
have no choice but to use the control functional-
ities for these operations provided to them in
their specialized hardware. 

For D2D links, no mobility control opera-
tions have been defined in LTE yet. However,
seamless connectivity needs to be maintained
when the control plane for one or both of the
UEs goes through a handoff, or when the D2D
link is no longer feasible and has to be switched
to a pair of D2I links. 

In the proposed network architecture, the
MSPs will have the option to conduct handoff
and route management together and deploy dif-
ferent control applications for this purpose for
different flows or users. We refer to this new
paradigm as connectivity management as a ser-
vice (CMaaS).

CONNECTIVITY MANAGEMENT AS A SERVICE
Legacy 3G/4G systems carry on the notion of
providing almost lossless and low-delay handoffs
between neighboring BSs. Such strict handoff
management might be desirable for a high-quali-
ty (paid) VoIP service, but requiring mobile
operators to provide the same stringent delivery
performance for all flow types and non-paying
OTT services is an expensive proposal as the
connection and mobility management is pushed
deeper into the telco cloud for denser small cell
deployments. With the wide adaptation of new
protocols such as DASH and using upper layer
solutions that already have intelligence in main-
taining session connectivity using new transport
layer solutions (e.g., multipath TCP) or cloud
based connection management, most signaling
overhead due to handoff management may be
offloaded to third party services for applications
without stringent delay constraints. The pro-
posed SDN-based 5G architecture, via the
deployment of CPFs at different controller hier-
archies, allows service differentiation at the level
of connectivity management in a programmatic
way for some network flows to achieve much
higher performance as their service grades
increase. This in turn results in the CMaaS offer-
ing and may be utilized by the MSP in one of
three ways:
1 For services operated by the MSP itself, a

connectivity management CPF that has a
higher operational cost is used only for
flows that require the associated stringent
delay and packet loss levels. For others, an
operationally cheaper CPF alternative is
invoked.

2 A paying user may always be served by the
higher-grade connectivity management of
CPF regardless of its flow type.

3 For services operated by OTTs, the higher-
grade connectivity management CPF is
invoked only for paying OTTs.
Thus, CMaaS allows the MSP to lower its

operational cost without sacrificing the quality of
service for its own applications while introducing
new revenue paths.

UNIFIED PROGRAMMABLE HANDOFF AND
ROUTING CONTROL FOR D2I LINKS

The all-SDN 5G-network architecture allows
unified control of handoff and routing by jointly
using controllers in the same or different hierar-
chies.

One possible realization of such unified con-
trol may be conducted at the network controller.
In this case, for flows that are to be controlled
by this grade level, each BS controller sends rel-
evant feedback in the form of observed channel
quality levels to the network controller, which in
turn decides when a handoff occurs. This deci-
sion is pushed down to the BS controllers and
simultaneously triggers the associated route
update between the UE’s new position and the
egress node. For delay-sensitive flows, such a
realization may not be desirable. However,
handoffs intended for load balancing and/or user
mobility handling may benefit from such a cen-
tralized approach. An MSP may decide to turn
off a given BS to save energy and handoff all its
users to neighboring BSs using this approach.
Additionally, handoff decisions that might result
in significant congestion in a given part of the
CN may be avoided thanks to such a unified
approach. 

One alternative realization is to keep the
handoff control at the BS and RAN controllers
but in close coordination with the routing con-
trol that is realized at the network controller. In
this case, a handoff triggers a routing and loca-
tion tracking update. Depending on the desired
service grade, this update may be reactive or
proactive. When a reactive update is used, the
network controller establishes a new route for
the flow only after a handoff occurs. The flows
in both directions are paused until the new route
is established. Alternatively, using a proactive
update, every time a handoff occurs, the network
controller formulates a priori routing decisions
for a given flow for all candidate next handoff
locations, which may be made intelligently using
a user’s current mobility path and/or long-term
mobility behavior to the egress node. This proce-
dure should also be invoked at the setup of a
new flow. Depending on whether there is a direct
link between the source and target eNBs, the
proactive handoff may involve either only the
corresponding eNB controllers , additionally, the
RAN controller. For the reverse path, the flow
needs to be multicast to all candidate BSs to
ensure lossless mobility management as
described in [10]. Representative message flows
for the proactive and reactive mobility control
operations are given in Fig. 3. The execution of
either of these approaches as a CMaaS requires
extensions to OpenFlow. Details of such an exe-
cution are discussed in the next subsection after
discussing how handoff control is accomplished
for D2D links in the proposed architecture. 
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PROGRAMMABLE
HANDOFF CONTROL FOR D2D LINKS

A D2D link has its data plane between the two
UEs. However, the control plane of the link is
between a controlling eNB (or a cluster head
UE) and the UEs. Thus, the UE mobility poten-
tially affects one or both of the control planes
and/or the data plane. In this regard, as illustrat-
ed in Fig. 4, three types of handoffs may take
place for a D2D link:
• Single mobility: The control plane of one of

the UEs may be handed off to a different
eNB.

• Dual mobility: The control planes of both of
the UEs may be handed off to one or two
new eNBs.

• D2D to D2I switching: The D2D link may
become unsuitable for communication;

thus, the data plane needs to be handed off
to two D2I links, one per UE.

The proposed all-SDN network control architec-
ture supports all three types of D2D handoffs. 

To aid in the handoff decisions, the D2D link
as well as the control plane link states need to
be regularly fed back by the UEs to the control-
ling eNB [14]. We argue that for all three cases,
only reactive handoffs are feasible as a proactive
handoff control would result in very inefficient
use of the wireless resources. The handoff proce-
dure for the first two cases involves the UE con-
trollers as well as the source and destination BS
controllers. When the source eNB decides on a
control plane handoff, it forwards this decision
to the RAN controller, which in turn coordinates
the resource management for the two eNBs for
the D2D link. In the case of dual mobility, where
the destination control plane eNB is the same
for both UEs, the handoff control is handled by
the two involved BS controllers, and the RAN
controller is not included since no intercell coor-
dinated resource management is necessary to
sustain the D2D link. The D2D to D2I switching
may potentially include the RAN and network
controllers as well as the involved BS controllers,
depending on how the two eNBs are to be linked
to form the new route between the UEs. 

PERFORMANCE COMPARISON OF
REACTIVE AND PROACTIVE CMAAS

We now investigate the performances of reactive
and proactive CMaaS for D2I links, and reactive
CMaaS for the D2D links in the proposed archi-
tecture to highlight the interplay between the
data plane performance and control plane com-
plexity in the proposed architecture. We investi-
gate D2I and D2D cases separately, and consider
a simple cellular network map with 1 GHz links,
as illustrated in Fig. 5 for a geographical area of
10 eNBs. We investigate CMaaS at three differ-
ent controller hierarchies using Mininet 2.1.0
and the Floodlight controller, generating rules
that expire in 4 s. In the three scenarios, the
RAN and network controllers are assumed to
govern geographical areas of 10 eNBs and 7
switches, 25 eNBs and 14 switches, and 50 eNBs
and 27 switches, respectively. The corresponding
user populations for the three scenarios are
assumed to be 100, 250, and 500. For the D2I
mobility experiment, we assume that UEs are
uniformly distributed across the eNBs at the
beginning of the experiments. For the D2D
mobility experiment, we further pair the UEs
within each eNB to form direct links. Each UE
is assumed to generate TCP flows randomly to
one of the two available services for the D2I
experiment, and to its paired UE for the D2D
experiment, respectively, following an exponen-
tial distribution with parameter 1, where the
flow durations are uniformly distributed between
0 and 10 s. Following this model, a UE may gen-
erate multiple parallel flows for a given duration
of time. The sources in the network are assumed
to generate flows with average data rates of 66
Mb/s. Each UE is assumed to go through a hand-
off every second following a random walk. 

One hundred 30-min experiments have been
conducted for reactive and proactive CMaaS in

Figure 3. Message flows for proactive and reactive mobility management
control of D2I links.
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this setup. For the D2I experiment, in the reac-
tive mode, after a handoff occurrs, the controller
is queried, a new route is computed toward the
corresponding service, and the necessary set of
rules are pushed down to all relevant network
nodes. The active TCP flow is paused until the
new route is established. In the proactive mode,
the routes for all possible candidate handoff
nodes are computed a priori so that routes are
ready prior to the next handoff. In the experi-
ments we assume that each eNB has six neigh-
bors that are candidates for the next handoff.
Even though the proactive mode prepares routes
for the next handoff in advance, flows may still
experience slight delays due to control plane
operations. This is due to the 4-s expiry of each
rule and the fact that the controller does not
retransmit an already active rule to a switch and
eNB, resulting in a slight possibility that the
proactive CMaaS may contain reactive compo-
nents. 

The D2D experiment considers three possible
handoff scenarios. For a given D2D link, depend-
ing on the mobility pattern, single-mobility hand-
off, dual-mobility , or D2D-to-D2I handoff may
occur. Only the reactive mode is considered for
D2D mobility. When single-mobility handoff
occurs, the resultant setup is a D2D link that is
controlled by two different eNBs. We assume
that this handoff will result in a change of
resource allocation for the D2D data link. The
coordinated allocation of the resources for the
two eNBs is managed by the RAN controller in
this case. When dual mobility is encountered, the
control planes of the UEs may both move to the
same destination eNB or to different eNBs. If
the move is to the same eNB, only the eNB con-
trollers are involved in the handoff operation.
Otherwise, the RAN controller is once again
involved for coordinated resource allocation. We
assume that for half the cases that result in dual
eNB control of the D2D link, a handoff to D2I
will be necessary. We assume in this case that the
RAN and network controllers are involved in the
handoff control along with the eNB controllers.
The results for both D2I and D2D experiments
are tabulated in Table 1.

For a D2I link, the current LTE handoff
operation is a make-before-break scheme. On
the other hand, the reactive CMaaS is a break-
before-make scheme, whereas the proactive
CMaaS is a make-before-handoff-request
scheme. As such, the current LTE operation sits
somewhere between the reactive and proactive
modes. Specifically in LTE, once the source eNB
decides to make a handoff, it continues to serve
the UE until the end-to-end route for the UE
via the target UE is established. However, dur-
ing handoff, this link will be of low quality.
Using the same network topology and UE mobil-
ity pattern, we conduct experiments to assess the
LTE handoff performance. We assume an aver-
age 100 ms handoff operation duration [14], dur-
ing which the link via the new eNB is to be
established. During this time, we assume a 40
percent drop in the wireless channel capacity
between the source eNB and the UE [4]. This is
incorporated into the experiment by assuming
that the wireless link allows only 60 percent of
the full-quality link TCP throughput during the

100 ms of the handoff operation. We measure a
corresponding average RTT delay of 2.01 ms
and a corresponding throughput of 60.89 Mb/s
for the TCP links. 

For D2I handoffs, we observe that proactive
CMaaS achieves round-trip time (RTT) delays
that are less than 3 ms for all controller hierar-
chies, surpassing the performances of the LTE
handoff procedure as well as the reactive
CMaaS. The RTT delay is only 1.38 ms when
there are 10 eNBs per network controller in the
network. Reactive CMaaS, on the other hand,
experiences larger RTT delays, increasing with
higher controller hierarchy. Proactive CMaaS
observes minimal loss in TCP throughput due to

Figure 4. D2D mobility scenarios.
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handoffs, while the corresponding loss is higher
in reactive CMaaS. The superior data plane per-
formance of proactive CMaaS comes at the
expense of an increased complexity control
plane, as shown by the larger number of control
plane rules that need to be computed and com-
municated by the controller every second com-
pared to reactive CMaaS. As expected, the
current LTE scheme provides performance that
lies between those of proactive and reactive
CMaaS. The programmable nature of the pro-
posed architecture allows for any of the three
(or other) schemes to be deployed where this
decision may be made on a per flow basis. It
should be noted here that today’s SDN con-
trollers are capable of responding up to
1,000,000 flows/s when run on Amazon’s Elastic
Computer Cloud using a Cluster Compute Eight
Extra Large instance, containing 16 physical
cores from 2 × Intel Xeon E5-2670 processors,
60.5 Gbytes of RAM, using a 64-bit Ubuntu
11.10 VM image [15]. Despite larger incurred
delays, reactive CMaaS is still useful for an MSP
for deployment of delay-tolerant services, espe-
cially when control plane capacity is critically
needed for some other application in the net-
work or some of the eNBs are critically loaded. 

For D2D handoffs, we observe that even
though only a reactive approach is considered,
the observed RTT delays are very small. Indeed,
the delay is only 2.7 ms when there are 10 eNBs
for each RAN controller. We observe that the
TCP flow throughputs of the mobile D2D links
are comparable to those of the mobile D2I links. 

CONCLUSIONS
The wireless Internet is experiencing tremen-
dous growth thanks to the introduction of smart
phones and associated bandwidth-hungry appli-
cations. The MSPs are struggling to keep up
with this demand in today’s networks. The 5G
architecture needs to bring a high-capacity, agile,
low-cost solution to ensure both user satisfaction
and MSP profitability. This article introduces a
programmable all-SDN architecture with hierar-
chical network control capabilities to allow dif-
ferent grades of performance for all fundamental
network functionalities. Using this architecture,
we then introduce a unified approach to mobili-
ty, handoff, and routing management proposal,
connectivity management as a service. CMaaS
allows the control of mobility and routing of dif-
ferent flows or users differently in the network,

Table 1. Reactive and proactive CMaaS performance for D2I and D2D links with SDN controllers con-
trolling different geographical areas.

Proposed all-SDN 5G control plane architecture

D2I link mobility

Network controller coverage

10 eNBs and 100 UEs 25 eNBs and 250 UEs 50 eNBs and 500 UEs

Performance criteria Reactive
CMaaS

Proactive
CMaaS

Reactive
CMaaS

Proactive
CMaaS

Reactive
CMaaS

Proactive
CMaaS

Average TCP flow RTT
delay 6.46 ms 1.38 ms 10.55 ms 1.89 ms 17.25 ms 2.73 ms

Average TCP flow
throughput

62.64
Mb/s

63.42
Mb/s

62.01
Mb/s

63.34
Mb/s

60.98
Mb/s 63.21 Mb/s

Average network con-
troller rules per second 2148.2 2686.0 5420.2 7512.4 10,838.8 15,512.8

D2D link mobility

RAN controller coverage

10 eNBs and 100 UEs 25 eNBs and 250 UEs 50 eNBs and 500 UEs

Average TCP flow RTT
delay 2.70 ms 2.86 ms 3.05 ms

Average TCP flow
throughput 63.22 Mb/s 63.19 Mb/s 63.16 Mb/s

Average RAN controller
rules per second 181.3 477.4 970.8

Average eNB controller
rules per second 20.0 20.0 20.0
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thereby opening a new revenue generation path
to MSPs. 
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ULAŞ C. KOZAT [SM] (kozat@docomoinnovations.com) is a
principal researcher and project manager at DOCOMO
Innovations Inc., Palo Alto, California. He also serves as an
adjunct associate professor in the Electrical Engineering
Department at Özyeğin University. He received his Ph.D.,
M.Sc., and B.Sc. degrees, all in electrical engineering, from
the University of Maryland College Park, George Washing-
ton University, Washington, DC, and Bilkent University,
respectively. He has been conducting research in the broad
areas of networking and wireless communications.
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INTRODUCTION

Internet usage continues its rapid expansion
thanks to the technological advances in wired
and, more importantly, wireless access technolo-
gies, accentuated by a stream of increasingly
capable mobile terminals entering the consumer
market, and new services in communication,
entertainment, commerce, and productivity areas
boosting the utility of the Internet. While overall
IP traffic is expected to have 23 percent annual
growth between 2012 and 2017, IP traffic from
mobile terminals is expected to have 66 percent
annual growth during the same period [1]. This
does not come as a surprise as we are witnessing
mobile becoming the preferred access method
for users; also, the Internet of Things is starting
to roll out.

The upcoming traffic surge needs to first be
addressed at the radio access level. There are
already industry efforts underway [2] to design
the next generation radio access technology to
meet the traffic demand for 2020 and beyond,
also known as the fifth generation (5G) era.
While design of a new radio access technology is
inevitable, it also needs to be accompanied with
design of a new network architecture in order to
tackle the problem from multiple fronts. We envi-

sion a new architecture that will work with both
legacy and new 5G radio access technologies.

Providing a stable data path in the face of ter-
minals changing their point of attachment to the
network is the essential issue that will drive the
new architecture design. In the legacy network
architectures, a terminal’s traffic is routed through
a centralized node in the mobile core network.
This centralized node acts as an anchor for the
data path and ensures that IP packets reach the
terminal irrespective of its point of attachment. 

As IP traffic grows and increasingly migrates
onto the mobile access networks, the inefficien-
cies of the centralized mobile architecture
become more serious. The fixed/non-mobile
Internet architecture is very efficient and scal-
able due to its distributed design. The next gen-
eration mobile network needs to adopt the
Internet architecture design principles in order
to match its scalability and efficiency characteris-
tics. Specifically, the mobile networks need to
adopt the distributed nature of IP routing. Pro-
viding mobile data path management on top of a
distributed architecture is one of the fundamen-
tal challenges of 5G design.

In the following sections we first describe the
issues in the current mobile network architec-
tures. We then discuss the proposed IP mobility
architecture design by showing its founding prin-
ciples, and how they are integrated and used in
coordination. Subsequently, we describe our pro-
posed design’s expected effect on the mobile
networks, followed by a review of relevant indus-
try activities.

LEGACY ARCHITECTURES
In the 3G/4G mobile network architectures a
dedicated gateway in the core network (e.g.,
PGW — packet data network gateway in the
Third Generation Partnership Project, 3GPP)
acts as an IP anchor. The gateway allocates an
IP address to the terminal, tracks the location of
the terminal within the IP topology, and ensures
the terminal’s reachability by tunneling traffic to
its points of attachment (Fig. 1).

In this design, data path management is trans-

ABSTRACT

Advances in radio access technologies and
mobile terminals are fueling the growth of Inter-
net traffic via mobile networks. The upcoming
5G era, with a new 5G radio technology and
increased utilization of heterogeneous network-
ing, will further accelerate mobile data usage.
One of the pillars of mobile network architec-
ture is IP mobility management, which is cur-
rently based on centralized data path
management. In this article, we first describe the
efficiency issues of the centralized approach. We
then discuss multiple dimensions of distributing
the mobility functions, and suggest how the
mobile terminal can utilize them in orchestration
for efficient communication over a 5G flat
mobile network.
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parent to the IP stack of the terminal. All IP
flows of the terminal are subject to the same
mobility treatment regardless of whether they
need it or not.

According to this design, the end-to-end data
path between the terminal and its communica-
tion peer follows a route that is forced to go via
the mobile core network as opposed to following
the most direct data path provided by native IP
routing. This design favors simplicity while caus-
ing the following side effects:
• The end-to-end transmission delay is

increased due to elongated data path.
The end-to-end transmission delay can be
reduced by approximately 30 percent [3]
when the traffic is carried over the shortest
data path as opposed to being transported
on a long-haul triangular path via a core
network. 

• There is additional load of backhauling and
network processing in the core network.
Offloading general IP traffic from the core
network yields cost savings due to reduction
of backhauling and core network routing
resources. Approximately 25–35 percent
cost savings are foreseen for operators
when offloading general IP traffic from
their core network [4].

• Network reliability is reduced due to intro-
duction of a single point of failure, the
PGW [5]. 
A single gateway or a single site hosting
multiple gateways that is located in the core
network and responsible for maintaining
data path state and forwarding traffic for all
terminals emerges as a single point of fail-
ure. 
A distributed design that places the intelli-

gence at the edges of the network is one of the
fundamental principles of Internet architecture.
Departure from this principle causes the afore-
mentioned issues, which are also amplified as
more and more IP traffic moves to mobile net-
works. 

Furthermore, network operators are interested
in placing content servers as close to the access
network as possible in order to cut down on back-
hauling cost and transmission delay. However this
is not possible in the current network architecture
as IP traffic is routed through the core network
before reaching any destination. 

One of the simplest solutions to overcome
the aforementioned issues in the current 3G/4G
network architecture is to place the gateway in
the radio access network. This approach can
provide direct data paths, but also leads to
increased IP session breakage as each handover
is more likely to result in a gateway and IP
address change. The selected IP traffic offload
(SIPTO) feature in 3GPP is a good example of
this approach that aims at providing direct data
paths, but fails to address the mobility aspect.

A well established term for networks that
allow direct IP connectivity from a gateway close
to or co-located with base stations is network
flattening. A typical Wi-Fi hotspot with its co-
located access point and access gateway func-
tionality and direct connection to the Internet
(i.e., no tunneling to a core network) is an exam-
ple of a flat network. The real challenge of next

generation mobile networks is to have as flat a
network as possible with full-fledged mobility
support.

MULTIDIMENSIONAL DISTRIBUTION
The reasons a centralized design would not have
brought success to the Internet are equally appli-
cable to why it would not work for mobile Inter-
net. Starting from that premise, we first identify
a number of design approaches that focus on
distribution of mobility functions. The identified
design approaches are collectively utilized in our
design with the help of terminal orchestration.

DISTRIBUTION ACROSS IP ANCHORS
The current 4G architectures (3GPP LTE and
WiMAX) designate a dedicated IP gateway
(PGW, HA — home agent) in the core network
to be the sole IP anchor for the terminal.
Accordingly, the terminal is assigned an IP
address/prefix from the pool of IP prefixes man-
aged by that gateway, and every IP packet in/out
of the terminal is forced to traverse it. This gate-
way is considered to be performing core anchor-
ing according to our location-based IP anchor
classification.

In order to mitigate the aforementioned effi-
ciency issues associated with the centralized
approach, we propose using access anchoring
and remote anchoring, both of which happen at
the edges of the Internet.

A gateway placed in the access network
(XGW) can allocate an IP address/prefix to the
terminal from its own pool of prefixes, and
ensure continued use of that IP address for
ongoing IP sessions (e.g., a VoIP call, web page
download) even after the terminal has moved
under another gateway with the help of a for-
warding tunnel between itself and either the ter-
minal or the other gateway [6–8]. The anchoring
is terminated as soon as the last flow using the
anchored IP address terminates. This is called
access anchoring. 

Figure 1. Centralized mobile data path management.
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Access anchoring can support IP session con-
tinuity: the ability to provide an IP address to
the terminal that remains valid for the entire
duration of a flow. But it is not suitable to sup-
port fixed IP address allocation to the terminal,
which requires a centrally located anchor for the
terminal at all times as it may roam all around
the world.

Access anchoring provides the optimal data
path between the terminal and its communication
peer (remote end) at the beginning of the commu-
nication. The data path starts to become subopti-
mal for long-standing IP flows when the terminal
moves far away from the anchor. Note that even a
small physical movement can yield a large topolog-
ical jump when considering, for example, han-
dovers between cellular and Wi-Fi networks
operated by two distinct service providers.

Remote anchoring, on the other hand, aims
to provide an optimal data path despite terminal
movements. A remote anchoring gateway
(RGW) is placed near the communication peer
of the terminal, for example, within the peer net-
work or Internet service provider (ISP) serving
that network. Such a gateway assigns a session
IP address to the terminal for its communication
with the designated peer. It acts as a mobility
anchor by keeping track of terminal handovers
and delivering the IP packets destined for the
assigned IP address to the terminal’s topological
IP address at its current attachment [9]. It is
expected that this type of anchor would be
deployed by large content sites (e.g., Facebook,
YouTube, Gmail) or the ISPs and/or CDN pro-
viders serving such content sites based on a new
business model. Use of remote anchoring
enables the mobile operator to offload the
mobility task and the associated traffic to such
third parties. Because an RGW is close to the
peer, it is also guaranteed to stay on/near the
optimal data path regardless of a terminal’s loca-
tion and movement.

Remote anchoring only supports IP session
continuity. It cannot support fixed IP address
allocation as the anchored IP address is dynami-
cally assigned to the terminals. While remote
anchoring achieves a shorter data path than
access anchoring, the latter achieves better
seamless handovers because of using short-haul
signaling. The terminal can achieve both data
path optimization and seamless handovers by
using remote anchoring throughout the IP ses-
sion, and using access anchoring transiently dur-
ing IP handovers until the RGW is updated with
the terminal’s new topological IP address.

Figure 2 depicts the use of three different
types of IP anchoring by terminals.

In our proposed network architecture, we
replace the responsibility of a single and fixed IP
anchor in the core network with a number of
anchors scattered across the edges of the Inter-
net. These anchors are dynamically engaged and
released in order to optimize the data paths.

DISTRIBUTION ACROSS FLOWS
IP flows differ with respect to their mobility
management needs. Flows used by a server appli-
cation running on the terminal (e.g., a mobile
camera application serving remote clients)
require a fixed IP address on its local end so
that the incoming connections can find the serv-
er application at a known/published IP address.
On the other hand, typical client applications do
not need a fixed IP address, as they are the ini-
tiator of the communication. They can choose
any available IP address as the source address
for communication. However, some of these
client applications (e.g., live video streaming)
require that the IP address does not change dur-
ing an ongoing IP session for session continuity.
Furthermore, some flows need neither a fixed IP
address nor IP session continuity. These may be
short-lived flows that can complete their task in
a few quick round-trips (e.g., DNS queries),
flows capable of achieving session continuity
with the help of higher-layer mobility protocols
(e.g., SIP-based IMS), or flows of applications
with built-in methods to handle IP address
changes (e.g., video clients reconnecting to the
video server upon IP handover while smoothing
the transition with the help of a video download
buffer).

Flows requiring fixed IP addresses need to be
served by core anchoring. Flows requiring IP
session continuity can be served by either remote
or access anchoring. Flows requiring neither of
these features can survive without any IP anchor-
ing. 

A terminal may be running a potpourri of
flows with respect to their types. Treating all
flows the same way, and providing both fixed IP
address and IP session continuity indiscriminate-
ly to each of them by means of core anchoring is
overkill. Instead, the terminal stack should be
able to distinguish flows with respect to their
mobility needs and treat each of them individu-
ally. The network stack can rely on implicit (e.g.,
profiling based on application identifier, destina-
tion hostname/IP address, port number of the
flow) and application-provided explicit indica-
tions [10] to identify the flow’s needs. 

Ideally, using an unanchored IP address is

Figure 2. Access, remote, and core anchoring.
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the most efficient way of using network
resources. The terminal can start operating with
an unanchored IP address, and dynamically con-
figure an anchored IP address as soon as it
receives a flow initiation request that implicitly/
explicitly indicates a need for anchoring. The
dynamically configured anchored address can be
released when there are no more flows using
that address. Thus, IP addresses get added and
deleted dynamically in response to the types of
flows that are created and terminated (Fig. 3).
The source IP address selection mechanism on
the terminal needs to be augmented to take
mobility needs into account when binding a
socket to one of the available IP addresses based
on its mobility (i.e., anchoring) characteristics,
and to trigger dynamic configuration of addition-
al IP addresses when the required type of
address is not available on the terminal.

Figure 3 depicts an example where Flow1
requires IP session continuity, and hence is
bound to IP address IP1, which is assigned by/
anchored on XGW1 (shown after handover to
XGW2), Flow2 requires no mobility support,
and hence is bound to IP2, which is assigned by
XGW2 (the serving gateway, no anchoring), and
Flow3 requires a fixed IP address, and hence is
bound to IP3, which is assigned by the PGW. 

In summary, applying mobility on a per-flow
basis as opposed to a monolithic treatment
across the terminal is proposed as another
dimension of mobility management distribution.
It should be noted that less granular approaches,
such as mobility on a per-terminal or per-user
basis, are also possible.

DISTRIBUTION ACROSS
COMMUNICATION LAYERS

IP session continuity is not the only way to
achieve application session continuity [11]. For
example, sessions established using SIP or
MPTCP can survive IP address changes using
the mobility management support built into
those protocols. Furthermore, some applications
(e.g., instant messengers) can deal with IP
address changes on their own. Such applications
detect a terminal’s IP address change and notify
their peers of the new IP address (e.g., Skype). 

The advantage of using a layer 4 or above
(L4+) solution is its ability to set up an optimal
data path between the endpoints by using their
topological IP addresses [12, 13]. In that case the
IP packets are not forced to traverse an off-path
central gateway because of using a non-topologi-
cal source or destination address.

Availability of the same L4+ solution on both
endpoints of a communication cannot be guar-
anteed because of the heterogeneous nature of
the Internet. Furthermore, even though L4+
solutions can achieve data path optimization,
they perform poorly during handovers due to
their end-to-end nature. The required data path
update signaling at each IP handover needs to
traverse the Internet, and leads to loss of in-
flight packets during the end-to-end state con-
vergence.

On the other hand, IP layer (Mobile IP) and
sub-IP layer solutions (Proxy Mobile IP, GTP)
are good at dealing with seamless handovers,

because data path extensions between and within
access networks (e.g., an inter-XGW tunnel) can
be set up in response to terminal mobility. In
addition, their deployment does not rely on any
support from the terminal’s communication
peer. However, they cannot set up the optimal
data path as they cause triangular routes.

Besides the trade-off between the IP/sub-IP
and L4+ solutions, there is also undesirable
interaction between them. When an IP/sub-IP
solution is running, it obstructs operation of any
L4+ solution. The former type ensures that the
IP address seen by the higher layers stays fixed
in spite of the terminal changing its location
within the IP topology. This special effect makes
the L4+ solutions think that a terminal is sta-
tionary; hence, they do not attempt to update
their peers. As a result the terminal is subject to
suboptimal data paths despite the presence of an
L4+ solution that can remedy the problem.

Given that there is a trade-off and an unde-
sirable side effect between the two types of solu-
tions, we find that the best result can be achieved
when these solutions are used in orchestration:
the terminal shall prefer L4+ solutions as the
main actor for handling mobility and augment
their performance with transient use of IP/sub-
IP solutions within the access network scope.

In our architecture, the type of mobility pro-
tocol to use is determined on a per-flow basis.
For example, the terminal would rely on MPTCP
mobility only if the application is using TCP, and
MPTCP is supported by the terminal and its
communication peer. Given that not all nodes
across the Internet implement and use the same
or all available L4+ protocols, it is likely that
flows on a given terminal may be subject to dif-
ferent mobility solutions, with some having to
fall back to relying solely on IP/sub-IP solutions
(Fig. 4).

IP/sub-IP mobility solutions shall only be
transiently applied to flows that are mainly rely-
ing on L4+ mobility solutions. When the termi-

Figure 3. Mobility treatment on a per-flow basis.
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nal moves from one access gateway to another, if
the gateways are supporting IP/sub-IP mobility, a
forwarding tunnel is set up between the anchor
gateway and either the serving gateway or termi-
nal. This ensures continuation of an IP address
on the terminal until the terminal has successful-
ly updated its peer with its new IP address using
the L4+ solution. The transient tunnel is not
needed after the terminal has successfully updat-
ed its peer with its new IP address using the
L4+ solution.

This dimension of mobility distribution sug-
gests that optimal results can be achieved when
session continuity is handled by orchestrated
execution of multiple protocols at different lay-
ers. 

DISTRIBUTION BETWEEN NETWORK AND
TERMINAL

Traditionally, IP mobility has been under full
control of the mobile networks and transparent
to the terminals. According to the aforemen-
tioned mobility distribution approaches, it is
clear that the terminal needs to be actively
involved in next-generation mobility manage-
ment. 

The terminal is in the best position to identify
and characterize its own flows, so it can perform
per-flow mobility management. In contrast, the
network infrastructure cannot match the same
capability even by using DPI methods, which
appears to be a costly solution with limited capa-
bilities (application meta-data is only available
to the terminal stack, and an anchoring decision
needs to be made even before the network sees
the very first packet of a new flow).

Furthermore, only the terminal is aware of
the availability of third party networks within its
reach (e.g., free Wi-Fi at home or in the office).

These third party networks do not have signaling
interfaces with the operator networks; therefore,
no sub-IP layer solution can work in between.
Only IP and higher-layer solutions can achieve
session continuity in such networks, and they
require cooperation from the terminal. Increased
use of third party networks is beneficial for both
the user and the operator for cost reduction.
Such a benefit would be maximized when the
terminals can perform seamless handover across
these networks.

Finally, L4+ solutions operate end to end,
and therefore require a terminal’s active engage-
ment in signaling. Intermediate networks are not
part of the end-to-end signaling, such as
MPTCP, barring any hacks.

For these reasons, it is expected that the
main IP mobility function would be hosted on
the terminal. It would decide IP mobility treat-
ment of each flow, and allow the terminal to
orchestrate available mobility solutions to serve
the flow. Meanwhile, the network would still be
in charge of handling the sub-IP solutions.

ORCHESTRATION
Orthogonal design principles come together to
form the basis of our 5G mobility management
design. The terminal is at the center of this
design, in charge of orchestrating the mobility
management execution [14].

The foundation of the design is built on the
fact that mobility treatment applies on a per-
flow basis, not on a per-terminal basis. The
architecture allows each flow to be treated indi-
vidually based on its mobility needs. Figure 5
depicts how the terminal stack determines the
main mobility solution to apply on a given flow.

The network stack on the terminal identifies
the mobility need of a flow either based on the
associated application’s explicit indication via an
API [10] or by implicit profiling. If the flow is
determined not to require any special mobility
treatment, no mobility support is assigned to the
flow. If the flow requires a fixed IP address, core
anchoring is assigned to it. 

An L4+ mobility solution is the preferred
choice when a flow requires session continuity,
and both endpoints support at least one com-
mon L4+ mobility protocol that is applicable to
the flow. In the absence of such a solution, the
terminal stack attempts to fall back to using
remote anchoring if available. Remote anchoring
is preferred over access anchoring as the former
does not create a triangular data path. Even
access anchoring may not be available consider-
ing the use of unmanaged third party networks.
In that worst case scenario, the terminal falls
back to using core anchoring for IP session con-
tinuity support as well. 

Each selected mobility method results in
binding the flow to a matching IP address con-
figured on the terminal. When mobility support
is not required or an L4+ solution is selected,
the flow is bound to an unanchored IP address
provided by the nearest IP gateway. IP addresses
bound to flows using core, remote, and access
anchoring are provided by gateways located in
the core, remote, and access networks, respec-
tively. 

Figure 4. Each flow using a mobility solution at a different communication
layer.
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The terminal stack may or may not already
have the required type of IP address configured
when the application attempts to initiate a new
flow. If the required type IP address is not pre-
sent, it gets dynamically configured and bound
to the flow. A dynamically configured IP address
can be freed after the last flow using the address
has terminated, either immediately or after a
grace period. Therefore, the terminal is expected
to have a dynamic set of IP addresses at any
point in time, and to fall back to a single unan-
chored IP address when there is no flow with
any special needs.

Access anchoring acts as a supplement when
an L4+ solution or core/remote anchoring is
used. A temporary forwarding tunnel is set up
between the anchor (previous) gateway and
either the terminal or serving gateway in order
to allow the terminal to keep using its data path
through the previous gateway until its peer or
the remote anchors are updated with the new IP
address of the terminal.

NETWORK FLATTENING
Our design aims at restoring the routing efficien-
cy and reliability attributes of the mobile net-
works that are currently jeopardized due to the
data path distortion caused by centralized mobil-
ity management.

L4+ mobility solutions ensure that the data
packets follow the shortest path suggested by the
native IP routing. For example, video down-
load/streaming clients can seamlessly handle
mobility at the application layer by performing
automatic reconnections to the server upon IP
handovers and using video download buffers.
Our design favors utilization of such solutions
and ensures their unobstructed performance.
This approach promotes increased deployment
of L4+ mobility solutions and design of new
ones. 

Remote anchoring is another solution that
can achieve data path optimization. Due to high
concentration of mobile traffic in major content
sites, application of this solution to a few content
providers can reduce the transmission delay for
a significant part of user traffic (e.g., YouTube,
Facebook, Google Market, Pandora, and Netflix
collectively generate 50 percent of all mobile
Internet traffic in the United States today [15]). 

In current architectures the majority of the IP
flows’ reliance on core anchoring is simply
because of its mobility support. They would
rather use an L4+, remote anchoring, or access
anchoring solution when these solutions are
available. The only types of flow that still need
to traverse the core network are special ones
such as mobile router or mobile server flows, or
3GPP-style enterprise VPN flows (using a dedi-
cated packet data network connection for access-
ing the enterprise network). These flows require
either a fixed IP address or an IP address from a
fixed address pool that is managed by a gateway
in the core network. Additionally, flows subject
to lawful intercept are also forced to go via a
core network due to regulations. These flows
constitute a negligible fraction of the overall
mobile traffic.

An obvious side effect of our design is the

increased IP address consumption. Continued
use of private IPv4 addresses and eventual tran-
sition to global IPv6 addresses would handle the
IP address needs of our design. Furthermore,
use of IP/sub-IP solutions for achieving seamless
handovers along with L4+ solutions introduces
additional bidirectional signalling between the
previous gateway and the terminal or serving
gateway at each IP handover.

There have been several attempts to flatten
mobile networks in past generations, but so far
they have achieved only small improvements as
shown by their centralized design. However, we
expect that true flat network architecture can be
realized by our design proposal in order to cope
with the challenging demands of the 5G era. 

RELATED STANDARDS ACTIVITIES
There are currently two ongoing standards activ-
ities related to our vision: the Internet Engineer-
ing Task Force (IETF) Distributed Mobility
Management (DMM) Working Group and 3GPP
Coordinated PGW Change for Selected IP Traf-
fic Offload (CSIPTO) Work Item. The scope of
the former is distribution of IP anchors toward
the network edge, and the latter is about termi-

Figure 5. Algorithm for determining the main mobility solution for a given
flow.

Y

Y

N

L4+ solution
available?

N

Y

N

N

Access
anchoring
available?

No mobility
solution
selected

N

Start

Finish

Mobility
support

required?

Y

Y

Fixed IP
required?

Core
anchoring
selected

L4+
solution
selected

Remote
anchoring
selected

Access
anchoring
selected

Remote
anchoring
available?

YEGIN_LAYOUT.qxp_Layout  10/29/14  3:45 PM  Page 91



IEEE Communications Magazine • November 201492

nal assisted access anchoring and facilitation of
L4+ mobility. 

Currently these activities are limited in scope
and lack any coordination. We consider them
the first steps toward realizing our vision. It is
expected that follow-up work items will be
launched in the respective organizations and
proceed in coordination for setting the global
standards in time for 5G networks.

CONCLUSION
The current and past generations of mobile net-
works use a centralized approach for managing
mobile data paths. This approach has served the
networks well as long as they carried small
amounts of IP traffic. Mobile access is already
increasing its stake in the overall IP transport,
and that is bound to accelerate with the intro-
duction of 5G radio access technology. We pro-
pose replacing the centralized mobility approach
with a distributed approach that places the intel-
ligence on the mobile terminal in order to
achieve scalability and efficiency in 5G networks.
We reveal multiple dimensions of functional dis-
tribution for optimal mobile data path manage-
ment and describe their orchestration by the
mobile terminal. We also identify the early signs
of industry standards starting to move in this
direction.
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INTRODUCTION

These are exciting times for cellular networks.
Fourth generation (4G) networks are now being
deployed and offered to customers in several
countries all over the world, and 5G ones are
brewing. 5G is not only an evolution of current
network generations, but, more significantly, a
revolution in the ICT field: it will efficiently
enable new ultra reliable, dependable, secure,
privacy-preserving, and delay-critical services to
everyone and everything, such as cognitive
objects and cyber physical systems.

Among the new features foreseen by 5G net-
works, device-to-device (D2D) transfers may
have a prominent role, and our purpose here is
to assess whether, and to what extent, they can
be successfully integrated into 5G networks.

The adoption of D2D transfers is driven by
four main use cases [1]:
• Safety applications and disaster scenarios
• Novel commercial proximity services

(ProSe) scenarios
• Network traffic offloading
• Industrial automation and machine-to-

machine communication [2]
The focus of our work is on the use of D2D

for commercial applications, and, in particular,
for data traffic offloading. The typical example is
“flash crowds” [3]: thousands of users in a small

area, perhaps attending a football game, sudden-
ly becoming interested in the same content (e.g.,
a replay clip). Some users may download the
content through D2D, thus partly relieving the
infrastructure of its load. Furthermore, through
reduced interference and extended coverage,
D2D may lead to increased network capacity.

Cellular networks are not the first technology
to allow D2D transfers: similar techniques, aim-
ing at roughly the same goals, such as ad hoc
mode in IEEE 802.11, have existed for decades,
but have never become mainstream. Technical
and non-technical issues, from driver support to
security concerns, have always hindered their
widespread adoption.

The first important question we have to ask
ourselves then is: why should we expect D2D to
be successfully ushered into cellular networks?
For decades, they have been working — quite
successfully, in fact — in an infrastructure-cen-
tric fashion: users send data to base stations,
base stations send data to users. Should we dare
depart from such a reliable, tested working
scheme in exchange for some performance
improvement and dire technical challenges?

The second, related question: do not small-
cell techniques serve the same goals as D2D, i.e.,
reduced interference, extended coverage, and
network offloading? They certainly allow opera-
tors to retain the familiar infrastructure-centric
operation mode. Does this mean that we can just
use small cells and disregard D2D? Are there
use cases and scenarios where D2D is more
appropriate? More interestingly, do we need to
choose between small cells and D2D, or can the
two paradigms coexist? And if they do, at what
cost in terms of complexity and overhead?

It is important to stress that we are not inves-
tigating here the usefulness of D2D itself, but
rather the opportunity for its integration in cel-
lular networks. Although D2D is now part of
3GPP standards, this does not necessarily imply
that it will be implemented by vendors and oper-
ators, nor that it will be widely used in services
and applications.

We explore these fundamental questions with
a focus on the integration of D2D in cellular
networks. Then we introduce a system architec-
ture for D2D support. We describe the problem
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of radio resource sharing in systems where both
the D2D and infrastructure-to-device (I2D)
paradigms (the latter including small cells) are
implemented. We present our reference scenario
and our numeric results. Finally, we draw our
conclusions.

D2D IN HETEROGENEOUS
CELLULAR NETWORKS

In this section, we discuss two important prelimi-
nary issues. First, we analyze how D2D commu-
nication should be integrated in cellular
networks. Then we discuss whether D2D and
small cell technologies are alternative or comple-
mentary to each other.

INTEGRATING D2D IN CELLULAR NETWORKS
As discussed in [4, 5], there are three main
options concerning the integration of D2D in
cellular networks:
• Whether D2D communication shall be net-

work-controlled or not
• Whether it shall happen in-band or out-of-

band
• Whether it shall work in overlay or underlay

fashion
For a conceptual framework concerning prob-
lems such as peer discovery, scheduling, and
resource allocation, see [6].

In the following, we discuss the most promis-
ing solutions, assuming that D2D-enhanced cel-
lular networks will be network-controlled and
operate in-band in an underlay fashion. As pre-
sented in [2], this is a fairly popular choice.

Network-controlled D2D essentially means
that infrastructure nodes (base stations and
control entities, as detailed later) play a central
role in establishing, arbitrating, and managing
D2D connections [7]. As explained in [1], they
will provide the following fundamental ser-
vices: spectrum management, security, informa-
tion brokering, and mobility management. The
first two items in this list guarantee that D2D
transfers do not translate into lower perfor-
mance or poorer security. The last two imply
that user equipment (UE) does not even have
the burden of choosing between D2D and I2D.
The opposite approach is represented by infra-
structure-less networks, such as WiFi Direct or
Bluetooth.

In-band D2D refers to the fact that D2D
traffic uses the same licensed frequencies as
ordinary I2D traffic [7]. The main advantage of
this approach is represented by the higher degree
of control operators retain on who transmits and
how, which limits interference. Cooperation
among users is also easier to enforce and check.
Furthermore, terminals do not need to carry
additional radio interfaces. The opposite
approach, out-of-band D2D, is envisioned by
those proposals that seek to offload cellular net-
works through other networks, such as 802.11
domestic access points with spare capacity.

Underlay refers to the fact that D2D com-
munication has no part of the spectrum specifi-
cally reserved to it, as happens, for example, in
[5]. When networks operate in underlay fash-
ion, D2D transfers share the same radio

resources as those used by traditional cellular
communications and are scheduled within the
cellular bands in an opportunistic fashion. As a
consequence of network-controlled in-band
operation, D2D transfers are scheduled ,  as
mentioned earlier: this avoids the potential
inefficiency of decentralized schemes based on
the carrier sense multiple access (CSMA)
paradigm. The overlay approach, instead,
implies that separate radio resources are devot-
ed to D2D and I2D, or to device-to-infra-
structure (D2I) communication.

D2D AND SMALL CELLS
Small cell is an umbrella term, covering several,
quite different, technologies. In general, it refers
to low-power short-range operator-owned nodes
integrated in the cellular infrastructure to
enhance its coverage and/or capacity. Such com-
munication nodes go under names like pico- or
micro-eNBs. The goals of small cells are very
similar to those of D2D, so one may think we
just need to choose the most effective among the
two and discard the other.

There is, however, a very important differ-
ence, and it concerns the source of the informa-
tion being transmitted. With small cells,
information is still  downloaded from some
remote server (i.e., on the Internet) and then
transmitted to the user. With D2D, instead, the
information moves directly from one user to
another, either generated by the transmitting
user itself, or previously received from a remote
server or another user. With reference to the
use cases described earlier, we can say that
both D2D and small cells can be used for net-
work offloading, but D2D is the most effective
choice for ProSe scenarios. Later in this work,
we study how the two can coexist in a real-
world network.

SYSTEM OVERVIEW AND
ARCHITECTURE

Due to the new complex tasks assigned to the
cellular infrastructure (arbitrating and schedul-
ing D2D transfers), we envision that base sta-
tions (eNBs in LTE terminology) will be assisted
by a new kind of entity: area controllers (ACs).
The main difference between these entities is
the level at which they operate. eNBs are solely
concerned with propagation and spectrum
aspects. Area controllers, instead, have a wider
view of the network: they control a bigger area,
and are in charge of content-aware decisions.
More exactly:
• eNBs assign individual spectrum resources

(PRBs in LTE) to pairs of communicating
endpoints (i.e., themselves and a user, or a
pair of users through D2D).

• ACs monitor the network state, including
content demand and propagation condi-
tions, and exploit such information to
decide the paradigm (I2D or D2D) and the
amount of resources a transfer should be
assigned.
The system model, along with the way ACs,

eNBs, and users interact with each other, is sum-
marized in Fig. 1.
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eNBs update the AC on propagation condi-
tions (1). The AC uses such information to
update its policies (2). Upon a request from
users (3), the AC is also in charge of making
content-aware decisions (4), such as whether cer-
tain content should be downloaded through
D2D or I2D. Although eNBs do have better
knowledge of propagation conditions than ACs,
they are not aware of which content items are
stored by each user, and thus which D2D trans-
fers are possible. eNBs are, however, in charge
of actual scheduling decisions (5).

Using its knowledge of the content being
downloaded in the network, the AC can refine
(6) its policies (e.g., by understanding that now
content c1 can be downloaded from user u1 using
D2D if needed). Such decisions are transmitted
(8) to the eNB, which subsequently enacts them
(9) using the most appropriate spectrum
resources.

Operations performed by eNBs have, above
all, to be fast: in LTE, PRBs are assigned as fre-
quently as once per millisecond. Furthermore,
being part of the access network, eNBs are obliv-
ious to higher-level concerns: as an example,
they cannot run content-aware scheduling algo-
rithms. Such algorithms do, however, accept
input parameters, such as which users should get
their content through D2D. Conversely, ACs are
in an ideal position to make more complex deci-
sions, exploiting more information and (possibly)
taking longer to find the (ideally) optimal one.
The interface between ACs and eNBs consists in
the parameters of the fine-grained scheduling
algorithms run by eNBs.

It is worth stressing that the timescales at
which ACs and BSs operate are different. More
exactly, while eNBs have to make decisions each
millisecond, ACs can refine their policies over
longer time intervals, accounting for more infor-
mation and making more accurate (and, if need
be, computationally complex) decisions.

INTEGRATED I2D AND
D2D SCHEDULING

This section is chiefly concerned with how D2D
in LTE will happen. Specifically, we address
spectrum and bandwidth aspects and scheduling.

SPECTRUM, BANDS AND RESOURCES
Unlike previous-generation networks such as
3G, LTE and its successors operate on several
different carrier bands, anywhere between 700
MHz and 3.8 GHz in frequency, and anywhere
between 1.4 and 20 MHz in width. This allows
flexible scalable deployments, with wider lower-
frequency cells coexisting with smaller higher-
frequency ones. The availability of specific bands
changes on a regional and country basis.

Details of the frequency and time structure of
LTE are fairly complex, and are beyond the
scope of this article. Here we simply refer to
physical resource blocks (PRBs). Physical
resource blocks correspond to a set of resources
in the time and frequency domains, that is, a
bandwidth of 180 kHz for the duration of a time
slot (0.5 ms), which corresponds to half a sub-
frame. The subframe is the atomic scheduling
unit for LTE networks. As an example, let us
consider a bandwidth of 10 MHz for the down-
link, which accommodates 50 PRBs per time slot
available for data traffic.1 In downlink each PRB
can carry up to 504 bits; then the actual data
rate depends on propagation conditions, inter-
ference, and on the use of multiple-input multi-
ple-output (MIMO). From our viewpoint,
scheduling simply means deciding how many
PRBs shall be assigned to each pair of endpoints
(an eNB and a UE, or two UEs) that need to
communicate.

Given the uplink and downlink subcarriers,
one may wonder where D2D would fit in such a
picture. Indeed, the topic has been widely debat-
ed in standardization fora; the predominant ori-
entation is to accommodate D2D traffic in uplink
resources [4]. Reasons for this choice include
lower interference and reduced impact on eNB-
to-UE links. Additionally, the uplink spectrum is
currently underutilized [4]. Thus, it is more
appropriate to use it for content downloading
use cases (including flash crowds), where D2D
links can effectively be used for network offload-
ing.

SCHEDULING IN HETEROGENEOUS NETWORKS
Scheduling in next-generation heterogeneous
networks is a complex task. Essentially, we have
to assign a finite set of resources (PRBs) to a set
of pairs of endpoints. These pairs of endpoints
(i) may want to communicate in I2D or D2D
fashion; (ii) differ in position, mobility, and
propagation conditions; (iii) aim at fetching dif-
ferent amounts of different content. The very
metric to optimize is unclear: one may think that
the total network throughput is a good candi-
date; however, this would mean disregarding
fundamental fairness issues.

The scheduling algorithm used in virtually all
current networks is proportional fairness (PF).
Users are given a priority that is directly propor-
tional to the rate they can achieve and inversely

Figure 1. System model, summarizing the entities involved in heteroge-
neous networks, and interaction diagram highlighting the role of each
entity.
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proportional to the amount of data they have
already transferred. The overall effect is to allow
users with better propagation conditions to
transmit more data (thus enhancing the global
network capacity), without starving the others
(thus guaranteeing a certain level of fairness).

Traditional PF is only concerned with which
users shall be served, but not with how to do so.
Indeed, in traditional cellular networks there is
only one way to serve users: through the closest
base station. In heterogeneous networks, howev-
er, we have two different problems:
• User service mode (i.e., through macro- or

micro-eNBs, or via D2D)
• Resource allocation

Not surprisingly, dealing with these two issues
at the same time is substantially more complex
than traditional scheduling. Many D2D-aware
scheduling algorithms have been proposed for
LTE networks [2, 8, 9], with different strategies
and objectives. However, in this article we are
chiefly concerned with designing a practical
scheduling scheme that can be implemented in
cellular networks and with assessing the sheer
impact of D2D on the performance of cellular
networks. Thus, instead of presenting an opti-
mized scheduling algorithm accounting for all
the issues (and opportunities) of heterogeneous,
D2D-enhanced networks, we propose an evolu-
tion of the PF algorithm and study its perfor-
mance with and without D2D support. We name
this algorithm Multi-Modal Proportional Fair-
ness (MMPF).

THE MMPF ALGORITHM
As mentioned, scheduling in heterogeneous net-
works entails making two decisions: which users
we should serve, and how to do it. The first deci-
sion is the same as in traditional proportional
fairness, and therefore is made in the same way.
At each step, we select the user with the highest
ratio between achievable rate and amount of
already downloaded data. As for the second
decision, we proceed as follows:
• If there is another user with the requested

content within a distance Rmax, use D2D.
• Otherwise, use I2D.

The pseudocode of the MMPF algorithm is
presented in Fig. 2.

Note that if I2D is selected, either macro- or
micro-eNBs can be used, whichever has the
highest received signal strength indicator (RSSI)
(line 9). We may observe a lack of symmetry: we
decide whether to use D2D based on distance,
but then select macro- or micro-eNBs based on
signal quality. The reason is eminently practical.
While eNBs (and thus the AC) have many ways
of estimating the location of users [10], there is
no simple way they can obtain reliable informa-
tion on the signal quality between two users.
Estimation techniques do exist, but none is
included in standards and all of them imply
some overhead.2 Similarly, using the threshold
Rmax is a somewhat coarse, hardly optimal, way
of choosing between D2D and I2D. Other, more
sophisticated approaches may yield a higher
average throughput, better fairness, or both. As
an example, we may reuse the resources allocat-
ed for D2D, due to the lower interference they
suffer. Recall, however, that our purpose is to

assess the impact of D2D on the performance of
cellular networks, and to which extent it can
replace — or complement — small cell solu-
tions. In view of this, having an algorithm that
closely resembles the de facto standard of today’s
network is particularly appropriate and conve-
nient.

It is important to point out that the first deci-
sion made by MMPF, whether to use I2D or
D2D, also impacts the part of spectrum (uplink
or downlink) over which the transfer occurs. The
original PF scheduling is applied independently
for uplink and downlink; it follows that, in the
uplink bandwidth, D2D downloads and D2I
uploads will be scheduled together (i.e., will
compete with each other). Therefore, the
amount of upload traffic will have an impact on
the performance of D2D downloads and vice
versa.

Unlike the original PF algorithm, MMPF is
run at the AC, as described earlier. Indeed, the
second decision whether to use D2D or I2D, has
to be content-aware and must be made by an
entity with more complete information about the
content available at each user. It is also impor-
tant to stress that users are never requested to
download a content item in which they are not
interested for the sole purpose of acting as
relays. Users are requested to share the content
they have already downloaded but nothing more.

It is also worth pointing out that, as the name
suggests, MMPF is fair in the same sense the
original proportional fairness algorithm is. As we
can see in line 2, the next user to serve is select-
ed taking into account the ratio between the rate
of each user and the amount of data he/she
already downloaded. As in the original algo-
rithm, this does not imply that all users end up
receiving the same amount of data — another,
more intuitive, definition of fairness.

REFERENCE SCENARIO
We evaluate our solution in the two-tier scenario
typically used within 3GPP for LTE network
evaluation [11]. The scenario comprises a service
network area of 12.34 km2, covered by 57 macro-
cells and, unless otherwise specified, 228 micro-
cells. Macrocells are controlled by 19
three-sector macro-eNBs; the macro-eNBs inter-
site distance is set to 500 m. Micro-eNBs are
deployed over the network area so that there are

2 Other simulations,
when the quality of D2D
links is perfectly known
and used in MMPF,
yielded essentially the
same results as the ones
we present here.

Figure 2. The MMPF algorithm.

1: for all user u do
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7:          schedule RB r for transfer s*  u* through d2d
8:      else
9:          let b* be macro- or micro-BS covering u* with the best RSSI
10:        schedule RB r for transfer b*  u* through i2d
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four non-overlapping microcells per macrocell.
A total of 3420 users are present in the area. In
particular, in order to have a higher user density
where microcells are deployed, 10 users are uni-
formly distributed within 50 m from each micro-
eNB. The rest of the users are uniformly
distributed over the remaining network area.
Users move according to the cave man model
[12], with average speed of 1 m/s.

According to current specifications [11,13],
we assume the following pairs of values for
power and antenna height: (43 dBm, 25 m) for
macro-eNBs, (30 dBm, 10 m) for micro-eNBs,
and (23 dBm, 1.5 m) for UEs. All network nodes
operate over a 10 MHz band at 2.6 GHz; thus,
there are a total of 50 PRBs to assign for each
subframe. As already mentioned, the signal
propagation is realistically modeled according to
International Telecommunication Union (ITU)
specifications for urban environment [11], while
the signal-to-interference-plus-noise (SINR) is
mapped onto peak throughput values using the
experimental measurements in [14]. More pre-
cisely, the propagation loss for macrocells, micro-
cells, and D2D is given by the following
expressions [11]:
• 13.5 + 20log10fc + 39log10d
• 22.7 + 26log10fc + 36.7log10d
• 27.0 + 20log10fc + 22.7log10d
where fc is the carrier frequency, and d is the
distance between transmitter and receiver. The
experimental measurements of [14] are summa-

rized in Fig. 3, and refer to the case of 2 × 2
MIMO.

Users choose the content they request from a
set of 21 different items belonging to three cate-
gories: software updates, videos, and viral con-
tent [15]; their size, deadline, and request rates
are summarized in Table 1. Content items
belonging to each category are chosen with uni-
form probability; similarly, the request rate is
uniform throughout the simulation. Content
deadlines imply that service requests are aborted
after the deadline expires. Notice, however, that
MMPF, just like original PF, does not account
for such deadlines while scheduling traffic. We
highlight that video and viral items have stricter
constraints on delivery time. Additionally, the
viral item is modeled as being in high demand to
mimic content becoming suddenly popular
through social networks because of “flash
crowds.” We assume that a scheme based on
incentives is implemented, and thus that users
are willing to cooperate by providing content
upon receiving a request.

Simulations are carried out through a custom
simulator. The total simulation time is 30 s.

It is important to note that the scenario we
are addressing will necessarily only paint a part
of the overall picture. Additional case studies
involving out-of-coverage communication as well
as interactive and conversational services should
be addressed in future work for reasons of space.

RESULTS
We vary the maximum distance allowed for D2D
transfers, Rmax, between 10 and 100 m, and study
the amount of data that is transferred through
each of the possible paradigms: macrocells, micro-
cells, and D2D. We are interested in investigating
how D2D relates to the other paradigms, especial-
ly microcells. The results are depicted in Fig. 4.
First of all, we observe that most of the data flow
through microcells; this is expected as this
paradigm offers an excellent balance between
short-range (i.e., low interference) and high power.
A smaller amount of data flows through macro-
cells, and a more limited amount through D2D.

As the maximum range allowed for D2D
increases, so does the amount of data transferred
through it. This is essentially because a wider
range directly translates into a higher number of
potential sources (i.e., users carrying the needed
content). More interestingly, increasing the range
also increases the amount of data transferred
through the other paradigms. Indeed, allowing
more room for D2D has two positive effects:
• Some data can be downloaded from closer

sources, hence with higher quality and lower
interference.

Figure 3. Throughput vs. SINR, based on the experimental results in [14].
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Table 1. Content classes.

Content class Number of
content items

Size
(Mb)

Deadline
(s)

Request rate
(copies/ms)

Software
updates 10 12 4 0.1

Video 10 3 1 0.1

Viral 1 3 1 50

Table 2. Spectral efficiency for different transfer
paradigms.

Macro Micro D2D

PF 0.96 0.81

MMPF 1.29 1.18 0.6
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• D2D transfers occur on uplink bands; thus
downlink I2D traffic, hence interference, is
reduced. Both imply that more downloads
are completed within their deadline, which
explains why the overall amount of trans-
ferred data increases.
In other words, by allowing D2D, not only

can we move some traffic to the uplink spec-
trum, but we can also more effectively use the
downlink one, increasing its capacity. Congestion
is, of course, increased on the uplink bands.
However, with most of the present (and future)
cellular traffic being represented by downloads,
this is an acceptable trade-off.

Table 2 summarizes the spectral efficiency,
that is, the amount of data transferred through
each PRB, for each traffic paradigm. We clearly
see that by allowing D2D transfers we substan-
tially increase the efficiency of macrocell- and
microcell-based I2D as well.

Next, we try to assess whether D2D can com-
plement, or replace, microcells. To this end, we
reduce the number of microcells by 50 percent:
this is not a disaster scenario, but it may account
for, say, a less pervasive deployment due to eco-
nomic concerns. The effect is summarized in Fig.
5. The first obvious observation is that there is
much less traffic flowing through microcells.
Such a loss is compensated partly by macrocells
and partly by D2D, although the overall network
capacity decreases. Thus, it cannot be said that
D2D can fully replace microcells (and spare the
costs of deploying that kind of infrastructure);
nevertheless, D2D can complement microcells
and offset a significant part of the effects of a
reduced infrastructure deployment.

The above observation prompts another ques-
tion: are there some content items that are more
suitable than others for D2D delivery? The
answer can be obtained by looking at which con-
tent gets transferred through each paradigm for
the baseline scenario with a 50-m limit distance
for D2D. From Fig. 6, it can be observed that
D2D is especially effective at transferring viral
content. Indeed, viral content is highly popular,
and all requests for it happen in a fairly short
interval of time; thus, it is much more likely to
find a neighbor device that can provide the
requested content.

In summary, we can say that D2D is an
extremely appealing solution for proximity ser-
vices and offloading of highly popular content.
Although it cannot fully replace the ordinary
I2D paradigm (including microcells) for general-
purpose downloading, it can be successfully inte-
grated within heterogeneous cellular-based
networks. To answer the question we raised ear-
lier about the coexistence between D2D and
small cell approaches, we can conclude that
these two paradigms serve different, albeit par-
tially overlapping, purposes, and can — and
should — profitably be integrated together in
future cellular networks.

CONCLUSIONS
The main contribution of our work is the analy-
sis of integrated D2D and I2D scenarios. We
discuss motivations for the coexistence and joint
deployment of both transfer modes, as well as a

practical solution for resource scheduling in a
multimode context that extends the popular pro-
portional fairness scheduling algorithm. Perfor-
mance evaluation, in a typical scenario used for
LTE network studies, provides new grounds for
incorporating D2D in future releases of 3GPP

Figure 4. Baseline scenario: amount of transferred data through each
paradigm.
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Figure 5. Amount of transferred data for each paradigm when the number
of microcells is halved.
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Figure 6. Data transferred through each paradigm for different content
classes.
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standards by showing its effective offloading
potential in case of both localized and highly
popular content.

With reference to the questions posed in the
Introduction, it can be concluded that:
• D2D can indeed be profitably integrated

within cellular networks.
• It cannot fully replace small cells but is use-

ful to complement them and mitigate the
effects of a reduced infrastructure deploy-
ment.
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SERIES EDITORIAL

GREEN COMMUNICATIONS AND COMPUTING NETWORKS

nformation and communication technologies (ICT)
widely contribute to the global economy and society

through the tremendous pace of innovations and new
applications, rapidly changing the way that people live in
almost every aspect. However, ICT can also have a pro-
found impact on the global environment, which could be
either positive or negative. This IEEE Series on Green
Communications and Computing Networks is now estab-
lished to discuss the concepts, principles, mechanisms,
design, algorithms, analyses, and research challenges rele-
vant to ICT and their environmental impacts, which could
be referred to as “green ICT.” Here the term green is not
only used to include energy or energy efficiency issues, but
is also considered in the broader context of environmental
impact and enablement of sustainability through communi-
cation and computing networks. A common misunder-
standing is that green is simply equivalent to energy or
energy efficiency issues. Actually, the field will explore
more and more green topics relevant to issues other than
energy or energy efficiency. Thus, this Series will not only
address green communications, green computing, and rele-
vant systems, but also investigate using communications,
computing, and relevant technologies to achieve green
objectives for a sustainable world.

This, the inaugural issue of this Series, includes four arti-
cles that mostly discuss energy-relevant green issues,
although as indicated above, this Series also solicits and
encourages contributions on non-energy-related green topics.

The invited article “Simultaneous Wireless Information
and Power Transfer in Modern Communication Systems,”
written by I. Krikidis et al., provides an overview of simul-
taneous wireless information and power transfer (SWIPT)
systems with a particular focus on the hardware realization
of rectenna circuits and practical techniques. This article
also discusses the benefits from a potential integration of
SWIPT technologies for resource allocation and coopera-
tive cognitive radio networks. 

The article “Green Transmission Technologies for Bal-
ancing the Energy Efficiency and Spectrum Efficiency
Trade-off,” written by Y. Wu et al., provides four selected

green transmission technology (GTT) solutions, focusing
on how they utilize the degrees of freedom in different
resource domains, as well as how they balance the funda-
mental trade-off between energy efficiency and spectrum
efficiency. Furthermore, this article also introduces the
GTT toolbox as a systematic tool and unified simulation
platform for the proposed GTT solutions.

The third article, “A Survey of Energy-Efficient Caching
in Information-Centric Networking” by C. Fang et al.,
offers a brief survey of energy-efficient caching techniques
in information-centric networking (ICN) from cache place-
ment, content placement, and request-to-cache routing
perspectives. This article also discusses some relevant chal-
lenges and future research directions about caching poli-
cies for green ICNs.

Finally, the article “Approaches to Energy Intensity of
the Internet,” written by D. Schien and C. Preist, considers
the approaches of top-down and bottom-up modeling to
estimate the network energy intensity in theInternet, and
reviews the varying assumptions in existing bottom-up
models and combines them in a meta-mode, which might
provide more robust estimates of the approximate energy
efficiency for networks.
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INTRODUCTION

Recently, there has been a lot of interest in inte-
grating energy harvesting technologies into com-
munication networks. Several studies have
considered conventional renewable energy
resources, such as solar and wind, and have
investigated optimal resource allocation tech-
niques for different objective functions and
topologies. However, the intermittent and unpre-
dictable nature of these energy sources makes
energy harvesting critical for applications where
quality of service (QoS) is of paramount impor-
tance, and most conventional harvesting tech-
nologies are only applicable in certain
environments. An energy harvesting technology

that overcomes the above limitations is wireless
power transfer (WPT), where the nodes charge
their batteries from electromagnetic radiation.
In WPT, green energy can be harvested from
either ambient signals opportunistically or a ded-
icated source in a fully controlled manner; in the
latter case, green energy transfer can take place
from more powerful nodes (e.g., base stations)
that exploit conventional forms of renewable
energy.

Initial efforts on WPT have focused on long-
distance and high-power applications. However,
both the low efficiency of the transmission pro-
cess and health concerns with such high-power
applications prevented their further develop-
ment. Therefore, most recent WPT research has
focused on near-field energy transmission
through inductive coupling (e.g., used for charg-
ing cell phones, medical implants, and electrical
vehicles). In addition, recent advances in silicon
technology have significantly reduced the energy
demand of simple wireless devices. WPT is an
innovative technology and attracts the interest
from both academia and industry; some com-
mercial WPT products already exist (e.g., [1]),
and several experimental results for different
WPT scenarios are reported in the literature [2].
With sensors and wireless transceivers getting
ever smaller and more energy-efficient, we envi-
sion that radio waves will not only become a
major source of energy for operating these
devices, but their information and energy trans-
mission aspects will also be unified. Simultane-
ous wireless information and power transfer
(SWIPT) can result in significant gains in terms
of spectral efficiency, time delay, energy con-
sumption, and interference management by
superposing information and power transfer. For
example, wireless implants can be charged and
calibrated concurrently with the same signal, and
wireless sensor nodes can be charged with the
control signals they receive from the access
point. In the era of the Internet of Things,
SWIPT technologies can be of fundamental

ABSTRACT

Energy harvesting for wireless communica-
tion networks is a new paradigm that allows ter-
minals to recharge their batteries from external
energy sources in the surrounding environment.
A promising energy harvesting technology is
wireless power transfer where terminals harvest
energy from electromagnetic radiation. Thereby,
the energy may be harvested opportunistically
from ambient electromagnetic sources or from
sources that intentionally transmit electromag-
netic energy for energy harvesting purposes. A
particularly interesting and challenging scenario
arises when sources perform simultaneous wire-
less information and power transfer (SWIPT), as
strong signals not only increase power transfer
but also interference. This article provides an
overview of SWIPT systems with a particular
focus on the hardware realization of rectenna
circuits and practical techniques that achieve
SWIPT in the domains of time, power, antennas,
and space. The article also discusses the benefits
of a potential integration of SWIPT technologies
in modern communication networks in the con-
text of resource allocation and cooperative cog-
nitive radio networks.
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importance for energy supply to and information
exchange with numerous ultra-low-power sen-
sors, which support heterogeneous sensing appli-
cations. Also, future cellular systems with small
cells, massive multiple-input multiple-output
(MIMO), and millimeter-wave technologies will
overcome current path loss effects; in this case,
SWIPT could be integrated as an efficient way
to jointly support high throughput and energy
sustainability.

In this article, we give an overview of the
SWIPT technology, and discuss recent advances
and future research challenges. More specifical-
ly, we explain the rectifying antenna (rectenna)
circuit, which converts microwave energy into
direct current (DC) electricity and is an essential
block for the implementation of WPT/SWIPT
technology. Due to practical limitations, SWIPT
requires the splitting of the received signal into
two orthogonal parts. Recent SWIPT techniques
that separate the received signal in the domains
of time, power, antenna, and space are present-
ed. On the other hand, SWIPT entails funda-
mental modifications for the operation of a
communication system, and motivates new appli-
cations and services. From this perspective, we
discuss the impact of SWIPT on the radio
resource allocation problem as well as sophisti-
cated cognitive radio (CR) scenarios that enable
information and energy cooperation between
primary and secondary networks. 

WPT MODULE COMPONENTS
Exchanging electromagnetic power wirelessly can
be classified into three distinct cases:
• Near field power transfer employing induc-

tive, capacitive, or resonant coupling that
can transfer power in the range of tenths of
Watts, over short distances of up to one
meter (sub-wavelength)

• Far field directive power beaming, requiring
directive antennas, that can transfer power
in the range of several milliWatts at dis-
tances of up to several meters in indoor
and outdoor environments

• Far field, low-power, ambient RF power
scavenging involving receivers that oppor-
tunistically scavenge the power transmitted
from public random transmitters (cell
phone base stations, TV broadcasting sta-
tions) for communication with their peer
nodes

For this last case the collected power is in the
range of several microWatts, and the communi-
cation range can be up to several kilometers
assuming there is adequate power density. While
there are several applications related to near
field wireless charging, such as wireless charging
of electric cars, cell phones, or other handheld
devices, the main focus of this article is on far
field WPT, which involves the use of antennas
communicating in the far field. 

WIRELESS POWER RECEIVER MODULE
A wireless power scavenger or receiver consists
of the following components: a receiver antenna
or antenna array, a matching network, a radio
frequency to direct current (RF-DC) converter
or rectifier, a power management unit (PMU),

and the energy storage unit [3]. Upon the suc-
cessful charging of the energy storage unit, the
storage unit, usually a rechargeable battery or a
super capacitor, will provide power to the cen-
tral processing unit (CPU), the sensors, and the
low duty cycle communication transceiver. The
schematic of this module is presented in Fig. 1,
and a successful implementation of a WPT sys-
tem that scavenges ambient power 6.3 km away
from a Tokyo TV tower is shown in Fig. 2. 

CONDITIONS FOR EFFICIENT WPT
Based on the Friis free space equation, the
received RF power at the terminals of the anten-
na depends on the available power density and
the antennas’ effective area Ae = (l2GR)/(4p)
and is given by

(1)

where PT and PR are the transmitted and
received power, respectively, GT and GR are the
transmitter and receiver gains (functions of the
spatial variables), respectively, l denotes the
wavelength, and cos f is the polarization loss
factor, which accounts for the misalignment
(angle f) of the received electric intensity vector
E and the receiver antenna linear polarization
vector. From Eq. 1 we can deduce that in order
to ensure maximum received power, the receiver
antenna needs to have high gain, has to be
directed toward the transmitter (maximum direc-
tivity direction), and must be aligned with the
received E-field (f = 0). However, these condi-
tions cannot be ensured in practice. For exam-
ple, in a Rayleigh multipath propagation
environment the received signal has random
polarization. Consequently, the optimum polar-
ization for a receiver antenna is dual, linear,
orthogonal polarization because it ensures the
reception of the maximum average power
regardless of the received signal’s polarization. If
the maximum gain direction cannot be guaran-
teed, omnidirectional antennas are preferred
instead. The Friis equation is frequency-depen-
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Figure 1. Block diagram of a typical power scavenging module powering a
communication transceiver.
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dent and applicable to narrowband signals. The
total received power is calculated by integrating
the received power PR over frequency; therefore,
a broadband antenna will receive more power
than a narrowband one. As a result, wideband
antennas or multi-band antennas are preferred. 

The RF-to-DC converter or rectifier is proba-
bly the most critical component of a WPT mod-
ule, and its design is the most challenging task
[5]. A rectifier consists of at least one nonlinear
device. Most rectennas (antenna and rectifier co-
design) reported in the literature consist of only
one diode. Ideally, the conversion efficiency of a
rectifying circuit with a single nonlinear device
can reach up to 100 percent. Unfortunately, this
can only happen for specific values of PRF and
RDC, where PRF denotes the level of the RF
power input at the rectifier, and RDC is the deliv-
ered load. In more detail, the rectenna structure
consists of a single shunt full-wave rectifying cir-
cuit with one diode, a l/4 distributed line, and a
capacitor to reduce the loss in the diode.
Depending on the requirements, more compli-
cated and sophisticated rectifier topologies can
be used which are based on the well-known
Dickson charge pump that can provide both rec-
tification and impedance transformation. Typi-
cally, Schottky diodes are used as the nonlinear
devices because they have low forward voltage
drop and allow very fast switching action, fea-
tures useful for rectifiers. Low forward voltage
drop is needed because the received power is
rather small, and fast switching action is needed
to follow the relatively high RF frequency of the
received signal. Alternatively, it is possible to use
complementary metal oxide semiconductor
(CMOS) transistors or other transistors as the
nonlinear rectifying elements, especially when
integrated solutions are preferred. The major
problem with RF-to-DC converters is that their
efficiency, defined as nR = PRF/(VDC

2/RDC),
depends on PRF, RDC, and the DC voltage, VDC,
across the load. Generally, the higher the inci-
dent RF power, the higher the efficiency. For
low power levels, efficiency can even drop to
zero because the diodes’ forward voltage drop is
too high. This is why the reported high efficien-

cies cannot be seen in actual RF scavenging sce-
narios. As an example, the ambient power densi-
ty measured 6.5 km away from the Tokyo TV
tower was approximately 1 mW/cm2 and the
received power was about 50 mW, whereas high
efficiency rectifiers require input powers between
0.5–5 mW, 10 to 100 times higher. As a result,
the measured efficiency was rather small. 

The final stage of the WPT module is the
power management unit (PMU), which is
responsible for maintaining the optimum load at
the terminals of the rectifier despite the chang-
ing received RF power levels, and at the same
time ensures the charging of the energy storage
unit without additional loss. 

TECHNIQUES FOR SWIPT
Early information theoretical studies on SWIPT
have assumed that the same signal can convey
both energy and information without losses,
revealing a fundamental trade-off between infor-
mation and power transfer [10]. However, this
simultaneous transfer is not possible in practice,
as the energy harvesting operation performed in
the RF domain destroys the information con-
tent. To practically achieve SWIPT, the received
signal has to be split in two distinct parts, one
for energy harvesting and one for information
decoding. In the following, the techniques that
have been proposed to achieve this signal split-
ting in different domains (time, power, antenna,
space) are discussed.

TIME SWITCHING
If time switching (TS) is employed, the receiver
switches in time between information decoding
and energy harvesting [6]. In this case, signal
splitting is performed in the time domain, and
thus the entire signal received in one time slot is
used either for information decoding or power
transfer (Fig. 3a). The TS technique allows for a
simple hardware implementation at the receiver
but requires accurate time synchronization and
information/energy scheduling. 

POWER SPLITTING
The power splitting (PS) technique achieves
SWIPT by splitting the received signal into two
streams of different power levels using a PS com-
ponent; one signal stream is sent to the rectenna
circuit for energy harvesting, and the other is
converted to baseband for information decoding
(Fig. 3b) [6]. The PS technique entails higher
receiver complexity compared to TS and requires
the optimization of the PS factor a; however, it
achieves instantaneous SWIPT, as the signal
received in one time slot is used for both infor-
mation decoding and power transfer. Therefore,
it is more suitable for applications with critical
information/energy or delay constraints and clos-
er to the information theoretical optimum. 

ANTENNA SWITCHING
Typically, antenna arrays are used to generate
DC power for reliable device operation. Inspired
by this approach, the antenna switching (AS)
technique dynamically switches each antenna
element between decoding/rectifying to achieve
SWIPT in the antenna domain (Fig. 3c). In the

Figure 2. Field measurement in downtown Tokyo, Japan, with prototype
device [4] harvesting wireless energy from multicarrier wireless digital TV
signals broadcasted from atop the Tokyo TV tower 6:3 km away.
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AS scheme, the receiving antennas are divided
into two groups where one group is used for
information decoding and the other group for
energy harvesting [6]. The AS technique requires
the solution of an optimization problem in each
communication frame in order to decide the
optimal assignment of the antenna elements for
information decoding and energy harvesting. For
a MIMO decode-and-forward (DF) relay chan-
nel, where the relay node uses the harvested
energy in order to retransmit the received signal,
the optimization problem was formulated as a
knapsack problem and solved using dynamic
programming in [7]. 

Because optimal AS suffers from high com-
plexity, low-complexity AS mechanisms have
been devised that use the principles of general-
ized selection combining (GSC) [7]. The key
idea of GSC-AS is to use L out of NT antennas
with the strongest channel paths for either ener-
gy (GSCE technique) or information (GSCI
technique) and the rest for the other operation.

SPATIAL SWITCHING
The spatial switching (SS) technique can be
applied in MIMO configurations and achieves
SWIPT in the spatial domain by exploiting the
multiple degrees of freedom (DoFs) of the inter-
ference channel [8]. Based on the singular value
decomposition (SVD) of the MIMO channel,
the communication link is transformed into par-
allel eigenchannels that can convey either infor-
mation or energy (Fig. 3d). At the output of
each eigenchannel there is a switch that drives
the channel output to either the conventional
decoding circuit or the rectification circuit.
Eigenchannel assignment and power allocation
in different eigenchannels is a difficult nonlinear
combinatorial optimization problem; in [8] an
optimal polynomial complexity algorithm has
been proposed for the special case of unlimited
maximum power per eigenchannel.

Numerical Example — The performance of the
discussed SWIPT techniques is illustrated in Fig.
4 for the MIMO relay channel introduced earli-
er, assuming a normalized block fading Rayleigh.
In the considered setup, a single-antenna source
communicates with a single-antenna destination
through a battery-free MIMO relay node, which
uses harvested energy in order to power the
relaying transmission. We assume that the source
transmits with power P and spectral efficiency r0
= 2 b/channel use (BPCU); the relay node has
global channel knowledge, which enables beam-
forming for the relaying link. An outage event
occurs when the destination is not able to decode
the transmitted signal, and the performance met-
ric is the outage probability. The first observa-
tion is that GSCI outperforms GSCE scheme for
L = 1 and L = 2, respectively. This result shows
that diversity gain becomes more important than
energy harvesting due to the high RF-to-DC
efficiency h. In addition, the GSCI scheme with
L = 1 is the optimal GSC-based strategy and
achieves a diversity gain equal to two. It can also
be seen that the PS scheme outperforms the AS
scheme with a gain of 2.5 dB for high P, while
the TS scheme provides poor performance due
to the required time division.

RESOURCE ALLOCATION FOR
SYSTEMS WITH SWIPT

This section discusses the benefits of employing
SWIPT on resource allocation applications. Util-
ity-based resource allocation algorithm design
has been heavily studied in the literature [9] for
optimizing the utilization of limited resources in
the physical layer such as energy, bandwidth,
time, and space in multiuser systems. In addition
to the conventional QoS requirements such as
throughput, reliability, energy efficiency, fair-
ness, and delay, the efficient transfer of energy
plays an important role as a new QoS require-
ment for SWIPT [10, 11]. Resource allocation
algorithm design for SWIPT systems includes
the following aspects:

Joint power control and user scheduling: The
RF signal acts as a dual-purpose carrier for con-
veying information and energy to the receivers
simultaneously. However, the wide dynamic
range of the power sensitivity for energy harvest-
ing (–10 dBm) and information decoding (–60
dBm) is an obstacle to realizing SWIPT. As a
result, joint power control and user scheduling is
a key aspect for facilitating SWIPT in practice.
For instance, idle users experiencing high chan-
nel gains can be scheduled for power transfer to
extend the lifetime of the communication net-
work. Besides, opportunistic power control can
be used to exploit the channel fading for
improved energy and information transfer effi-
ciency [10–12]. Figure 5 depicts an example of
power control in SWIPT systems. We show the
average system capacity vs. the average total har-
vested energy in a downlink system. In particu-
lar, a transmitter equipped with NT antennas is
serving one single-antenna information receiver
and K single-antenna energy harvesting receivers.
As can be observed, with optimal power control,
the trade-off region of the system capacity and
the harvested energy increases significantly with
NT. Besides, the average harvested energy
improves with the number of energy harvesting
receivers.

Energy and information scheduling: For pas-
sive receivers such as small sensor nodes, uplink
data transmission is only possible after the
receivers have harvested a sufficient amount of
energy from the RF in the downlink. The physi-
cal constraint on the energy usage motivates a
“harvest-then-transmit” design. Allocating more

Figure 3. SWIPT transmission techniques in different domains: a) time; 
b) power; c) antenna; d) space.
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time for energy harvesting in the downlink leads
to a higher amount of harvested energy, which
can then be used in the uplink. However, this
also implies that there is less time for uplink
transmission which may result in a lower trans-
mission data rate. Thus, by varying the amounts
of time allocated for energy harvesting and
information transmission, the system throughput
can be optimized.

Interference management: In traditional com-
munication networks, co-channel interference is
recognized as one of the major factors that limits
the system performance and is suppressed or
avoided via resource allocation. However, in
SWIPT systems, the receivers may embrace
strong interference since it can act as a vital
source of energy. In fact, injecting artificial inter-
ference into the communication network may be
beneficial for the overall system performance,
especially when the receivers do not have enough
energy for supporting their normal operations,
since in this case, information decoding becomes
less important compared to energy harvesting.
Besides, by exploiting interference alignment
and/or interference coordination, a “wireless
charging zone” can be created by concentrating
and gathering multicell interference in certain
locations.

JOINT INFORMATION AND ENERGY
COOPERATION IN CR NETWORKS

SWIPT also opens up new opportunities for
cooperative communications. We present one
example where SWIPT improves the traditional
system design of cooperative CR networks
(CCRNs). CCRNs are a new paradigm for
improving spectrum sharing by having the prima-
ry and secondary systems actively seek opportu-
nities to cooperate with each other [13, 14]. The

secondary transmitter (ST) helps relay the traffic
of the primary transmitter (PT) to the primary
user (PU), and in return can utilize the primary
spectrum to serve its own secondary user (SU).
However, to enable this cooperation, the ST
should both possess a good channel link to the
primary system and have sufficient transmit
power. While the former can be achieved by
proper placement, the latter requirement cannot
be easily met especially when the ST is a low-
power relay node rather than a powerful base
station (BS), which renders this cooperation
unmeaningful.

SWIPT may provide a promising solution to
address this challenge by encouraging the coop-
eration between the primary and secondary sys-
tems at both the information and energy levels
[15]. That is, the PT will transmit both informa-
tion and energy to the ST; in exchange, the low-
power ST relays the primary information.
Compared to the traditional CCRN, this
approach creates more incentives for both sys-
tems to cooperate and therefore improves the
system overall spectrum efficiency without rely-
ing on external energy sources.

We illustrate the performance gain by study-
ing a joint information and energy cooperation
scheme using the amplify-and-forward protocol
and the power splitting technique. Two channel
phases are required to complete the communica-
tion. In phase I, the PT broadcasts its data and
both the ST and the PU listen. The ST then
splits the received RF signal into two parts: one
for information processing then forwarding to
the PU, and the other for harvesting energy,
with relative power ratio of a and 1 – a,respec-
tively. In phase II, the ST superimposes the pro-
cessed primary data with its own precoded data,
then transmits it to both the PU and the SU.
The ST jointly optimizes power allocation factor
a and the precoding vectors to the PU and SU
to achieve the maximum rates.

In Fig. 6, we show the achievable rate region
of the proposed information and energy cooper-
ation schemes, and compare it with the conven-
tional information cooperation only scheme [14].
We consider a scenario where the distances from
the ST to all the other terminals are 1 m, while
the distance from the PT to the PU is 2 m, and
thus assistance from the ST is usually preferred
by the PT. We assume that the ST has four trans-
mit antennas and all other terminals have a sin-
gle antenna. The primary energy is set to 20 dB,
while the available secondary energy is 10 dB.
The path loss exponent is 3.5, and the K factor
for the Rician channel model is set to 5 dB. The
RF-to-DC efficiency is equal to h = 0.1, 0.5, and
1. It is seen that the achievable rate regions are
greatly enlarged thanks to the extra energy coop-
eration even with RF-to-DC efficiencies as low
as h = 0.1. When the required PU rate is 2
b/s/Hz, the SU can double or triple its rate com-
pared to the case without energy cooperation as
h varies from 0.1 to 1. When the SU rate is 1.5
b/s/Hz, the PU enjoys a 75 percent higher data
rate when h = 1. The proposed additional ener-
gy cooperation clearly introduces a substantial
performance gain over the existing information
cooperation only CR scheme, and could be a
promising solution for future CCRNs.

Figure 4. Outage probability versus P for GSCI, GSCE, PS, AS and TS; the
simulation setup is r0 = 2 BPCU, NT = 3 antennas, L = {1, 2} and RF-to-
DC efficiency h = 1.
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CONCLUSION AND FUTURE WORK

This survey provides an overview of SWIPT
technology. Different SWIPT techniques that
split the received signal in orthogonal compo-
nents have been discussed. We have shown that
SWIPT introduces fundamental changes in the
resource allocation problem and influences basic
operations such as scheduling, power control,
and interference management. Finally, a sophis-
ticated CR network that enables information/
energy cooperation between primary and sec-
ondary systems has been discussed as an exam-
ple of new SWIPT applications. SWIPT imposes
many interesting and challenging new research
problems and will be a key technology for the
next-generation communication systems. In the
following, we discuss some of the research chal-
lenges and potential solutions.

Path loss: The efficiency of SWIPT is expect-
ed to be unsatisfactory for long-distance trans-
mission unless advanced resource allocation and
antenna technology can be combined. Two possi-
ble approaches to overcome this problem include
the use of massive MIMO and coordinated mul-
tipoint systems. The former increase the DoF
offered to harvest energy and create highly
directive energy/information beams steered
toward the receivers. The latter provides spatial
diversity for combating path loss by reducing the
distance between transmitters and receivers.
Besides, the distributed transmitters may be
equipped with traditional energy harvesters (e.g.,
solar panels) and exchange their harvested ener-
gy over a power grid to overcome potential ener-
gy harvesting imbalances in the network. 

Communication and energy security: Trans-
mitters can increase the energy of the informa-
tion carrying signal to facilitate energy harvesting
at the receivers. However, this may also increase
their susceptibility to eavesdropping due to the
broadcast nature of wireless channels. On the
other hand, receivers requiring power transfer
may take advantage of the transmitter by falsify-
ing their reported channel state information.
Therefore, new QoS concerns regarding commu-
nication and energy security naturally arise in
SWIPT systems.

Hardware development: Despite the wealth
of theoretical techniques for SWIPT, so far,
hardware implementations have mostly been
limited to WPT systems that opportunistically
harvest ambient energy. Thus, the development
of SWIPT circuits is fundamental to investigate
the trade-off between SWIPT techniques occur-
ring due to inefficiencies of different circuit
modules. For example, the TS technique is theo-
retically less efficient than PS, but the latter suf-
fers from power splitting losses that are not
accounted for in theoretical studies.

Applications: SWIPT technology has promis-
ing applications in several areas that can benefit
from ultra-low-power sensing devices. Potential
applications include structure monitoring by
embedding sensors in buildings, bridges, roads,
and so on; healthcare monitoring using
implantable bio-medical sensors; and building
automation through smart sensors that monitor
and control different building processes. Howev-
er, for successful realization of such SWIPT

applications, several challenges must be over-
come at various layers from hardware implemen-
tation over protocol development to architectural
design.
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Figure 5. The trade-off region of the average system capacity (b/s/Hz) and
the average total harvested energy (mJ/s) for different numbers of
receivers. The carrier frequency is 915 MHz, and the information receiver
and energy harvesting receivers are located at 30 m and 10 m from the
transmitter, respectively. The total transmit power, noise power, transceiv-
er antenna gain, and RF-to-DC conversion loss are set to 10 W, –23 dBm,
10 dBi, and 3 dB, respectively.
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INTRODUCTION

The energy consumption of information and
communications technology (ICT) has recently
become an economic issue for operators as well
as a big challenge for sustainable development.
The energy consumption of the ICT industry
contributes about 3 percent to the global annual
electricity bill, and the amount is rising at the
speed of 15–20 percent each year [1]. With vast
and rapid deployment of fourth generation (4G)
networks, as well as the 5G vision of a totally
connected world, with zero waiting and zero dis-
tance communications by 2020 [2], the situation

is getting worse. Motivated by these facts, the
GreenTouch Consortium has been founded and
aims to improve end-to-end energy efficiency by
1000 fold.1 Green Transmission Technology
(GTT), one of the biggest umbrella projects in
GreenTouch, focuses on the energy-efficient
design of physical layer transmission technologies
and medium access control (MAC) layer radio
resource management in wireless networks.

Extensive research has been carried out in
the literature on energy-efficient wireless net-
works, and diverse technologies have been pro-
posed in all aspects, trying to close the gap
between practice and expectations [3–8]. To
develop a systematic way to evaluate diverse
technologies and find the remaining gaps for fur-
ther optimization, a unified framework is need-
ed. This is the fundamental framework of the
energy efficiency (EE) and spectrum efficiency
(SE) trade-off [9], which has long been pointed
out by Shannon’s ground-breaking theory but
has yet to be fully utilized. A widely accepted
definition of EE is transmitted bits per unit
energy, and SE is usually defined as transmission
rate per unit bandwidth. In the case of an addi-
tive white Gaussian noise (AWGN) channel, the
channel capacity is given by Shannon’s formula,

where W is the bandwidth, Pt is the transmit
power, G is the channel gain, and N0 is the
power spectral density of noise. In this case, it is
shown that EE is a monotonic decreasing func-
tion of SE [4], which implies that optimizing
with respect to only one metric, EE or SE, tends
to degrade the other, SE or EE.

The reason that the EE-SE trade-off frame-
work is not widely used as expected for the
design of green transmission technologies may
lie in the fact that practical systems behave dif-
ferently than AWGN channels. Challenges may

= +C W
P G

WN
log (1 ),t

2
0
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As 4G wireless networks are vastly and rapid-
ly deployed worldwide, 5G with its advanced
vision of all connected world and zero distance
communications is already at the corner. Along
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by these new networks, the shockingly increasing
energy consumption of wireless networks has
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arise from multi-path fading channels, multi-user
sharing the same radio resources (time, frequen-
cy, power, antenna, etc.), intercell interference,
and the real power consumption model beyond
only transmit power. The joint impact of all
these factors together usually results in multi-
objective and complex optimization problems to
derive the EE-SE trade-off. One simple example
about the impact of approximate power model is
given below. Inside the wireless transceivers,
there are various components contributing to the
total power consumption, including power ampli-
fier, signal processing circuits, power supply,
cooling, and so on. One popular approach is to
model the total power consumption as a linear
function of transmit power [10], Ptot = aPt + P0,
where a is a constant, and P0 is the static power.
With the total power consumption taken into
consideration, the curve of EE-SE relation turns
to a bell shape [9] (i.e., partially increases and
then decreases). Hence, there is an optimal
operational point in terms of EE.

Figure 1 gives an overview of the design prin-
ciple and optimization framework in the GTT
project. For each specific network scenario, the
available resources and environmental models
are identified as objective inputs. The network
performance is optimized with all the manage-
able degrees of freedom (DoFs) as the optimiza-
tion variables, which include power, time, space,
bandwidth, and user. Inspired by the EE-SE
trade-off framework, various GTT solutions are
proposed, and each GTT solution has its own
prioritized DoF optimization. It should be noted
that this article is not a dedicated survey of EE-
SE trade-off; only the following four selected
GTT solutions will be introduced.

Bandwidth expansion, in which the optimiza-
tion of EE-SE trade-off will focus on the priori-
tized DoF in radio resources such as power,
bandwidth, and time. A new insight here is that
to strike a good balance between EE and SE, it
is not wise to utilize the radio resources to their
extreme ends (as in the case of optimizing SE
only). On the contrary, with optimal design,

some extra sacrifice in bandwidth (power) could
bring substantial savings in power (bandwidth),
which is a good bargain.

Multiple antenna techniques, in which the
prioritized DoF for the optimization of EE-SE
trade-off will be power, space (subspaces created
by multi-antenna schemes), and available users
(scheduled and grouped for simultaneous service
by multiple antennas). Our research results show
that given a large number of antennas, simulta-
neously serving multiple users with multi-streams
helps to increase both EE and SE, which may not
hold for the case of a small number of antennas.

Intercell interference management, in which
the prioritized DoF for EE-SE optimization will
be time, power, bandwidth, and space (cells or
subspaces created by intercell coordinated trans-
mission techniques). As is pointed out and theo-
retically verified, it is crucial to cancel at least
the strongest interference, which could bring
over 10 dB gain in useful signal strength and
result in order-wise EE improvement for a given
SE requirement.

Distributed antenna system, in which the pri-
oritized DoF for EE-SE optimization will be
power, time, and space (collaborative clusters
created by joint transmission of several anten-
nas). Our findings show that by the deployment
of a distributed antenna system (DAS), known
as a coordinated radio access network (RAN),
site power can be greatly reduced, and with the
smart use of the DoF in the three domains, net-
work EE can be improved over 300 percent.

How these solutions are motivated by the EE-
SE trade-off framework and how they may utilize
different sets of prioritized DoF to balance the
EE-SE trade-off are further elaborated later.

For each GTT solution, the EE-SE trade-off
is optimized with its own prioritized DoF. How-
ever, as shown in Fig. 1, the prioritized DoF of
different GTT solutions may overlap, so these
solutions are usually interrelated, with some of
them even competing with each other. As a
result, even with clear understanding of how
each solution makes the best trade-off between

Figure 1. Overview of the design principle and optimization framework of the GTT project.
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EE and SE, it is still uncertain and worth investi-
gating how much EE can be improved with the
joint efforts of all the solutions, and how to
make the best trade-off between EE and SE in
the presence of all these solutions. Therefore,
beyond investigation of the separate solutions,
the GTT toolbox is introduced as a systematic
and unified simulation platform to integrate all
these GTT solutions together, the key methodol-
ogy of which is then elaborated on later. Finally,
we summarize the key findings and conclude the
entire article.

GREEN TRANSMISSION
TECHNOLOGIES INSPIRED BY

EE-SE FRAMEWORK

BANDWIDTH EXPANSION

Based on Shannon’s formula, expanding the
transmit bandwidth reduces the transmit power
under the same rate requirement. In other words,
under the framework of EE-SE trade-off, band-
width expansion increases EE and decreases SE.
As available spectrum is limited and expensive in
practical systems, traditional design of mobile
wireless networks mainly focuses on how to opti-
mally utilize the available spectrum. However, the
traffic load in wireless networks has significant
spatial and temporal fluctuations due to user
mobility and the bursty nature of data applica-
tions. During the peak hours, there are a lot of
users waiting to be scheduled, and the bandwidth
allocated to each user may not be expandable. On
the contrary, during the off-peak hours, band-
width expansion can be applied to improve EE.

Rather than solving the EE-SE trade-off
problem for a single-point solution (i.e., a pair of
EE and SE outputs), a new approach is pro-
posed by GTT for EE-SE trade-off, the resource

efficiency (RE) metric for wireless networks,
which is defined as follows: 

hRE = hEE + –ghSE [11],

where

This is a multi-objective optimization problem.
There is no a priori correspondence between a
weight vector and a solution vector, and it is up
to the operator to choose appropriate weights.
In particular, g is used to balance between EE
and SE; hence, appropriate weights need to be
chosen to utilize the available power and band-
width. Simulation results in Fig. 2 show that a
significant amount of bandwidth can be saved
with a slight increase in energy consumption,
and a similar conclusion can also be drawn on
energy saving by bandwidth expansion. More
crucially, it shows that by operating at a slightly
reduced EE or SE, the amount of bandwidth or
power saved can be substantial. These saved
resources can be utilized in other ways; for
instance, the vacant bandwidth can be used for
improved interference avoidance in a heteroge-
neous network scenario, or for a system with
cognitive radio subsystems. Hence, the available
network resources can be utilized efficiently by
designing based on the RE metric.

In the multi-cell scenario, if all the cells
employ bandwidth expansion, the transmit power
is reduced, and the intercell interference is fur-
ther reduced. Thus, the performance gain of
bandwidth expansion can be more in the multi-
cell scenario compared to the single-cell sce-
nario. Our recent work in [12] shows that
bandwidth expansion enables savings of power
consumption of up to 45 percent if all cells in

γ γ=
W

P
.tot

tot

Figure 2. Performance of the RE policy compared to the best EE policy and the best SE policy, and each point corresponds to dif-
ferent minimum SE requirements (1 b/s/Hz : 0.5 b/s/Hz : 5 b/s/Hz), g = 1: a) EE vs. RE for a trade-off between extra power and
bandwidth saving; b) SE vs. RE for trade-off between extra bandwidth and power saving.
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the network apply the same bandwidth expan-
sion strategy.

Therefore, the potential solution of band-
width expansion is to jointly optimize the opera-
tions of user scheduling, power, and bandwidth
allocation in order to maximize the RE for com-
plete wireless networks.The future work for
bandwidth expansion may include:

Joint time-frequency expansion: Previous
work on bandwidth expansion mainly explores
DoFs in the frequency domain. The idea can
also be extended to the time domain. The trans-
mit power can be reduced by expanding the
transmit time. On the other hand, when the
transmitters are idle, they can be put into sleep
mode to save energy. Consequently, joint time
and frequency domain optimization is a promis-
ing way to save energy.

Overhead issues: Bandwidth expansion may
not always be beneficial for EE in practice
because when transmit bandwidth increases, the
overhead such as pilots for channel estimation
will increase, and the power consumption for
signal processing may also increase. Thus, more
efforts are needed to investigate the benefits of
bandwidth expansion in practice, including devel-
oping new power models and new strategies for
bandwidth expansion.

MULTIPLE-ANTENNA TECHNIQUES
Multiple-antenna techniques play an important
role in wireless networks today. If multiple
antennas are applied at both the transmitter and
receiver, it can be regarded as a multiple-input
multiple-output (MIMO) system. Additional
spatial DoFs by applying multiple antennas
enhance the reliability and significantly increase
the transmission rate, without additional band-
width or power. Thus, the EE-SE trade-off can
be improved by multiple-antenna technologies.

Multiple-antenna technologies can reduce the
transmit power by several means. One approach
is beamforming, by which signals can be com-

bined constructively at the receiver. The power
gain of beamforming is ntnr, where nt is the num-
ber of transmit antennas and nr is the number of
receive antennas. Transmit power can also be
reduced by spatial diversity schemes, which pro-
vide redundancy across independent fading
branches. Given the same outage probability,
much less power is required by spatial diversity
schemes. Another way to reduce the transmit
power is spatial multiplexing, by which multiple
data streams can be transmitted in parallel.
Given the same rate requirement, the required
transmit power can be reduced.

In cellular networks, base stations (BSs) have
more antennas than users, and the MIMO chan-
nel capacity is limited by the minimum of nt and
nr. In this case, multi-user MIMO (MU-MIMO)
can be applied to improve the system capacity.
We compare the EE and SE performance of a
MU-MIMO scheme and a single-user MIMO
(SU-MIMO) scheme in a single-cell scenario by
simulation in Fig. 3. In the simulation, zero-forc-
ing precoding is applied for both schemes, and
the number of scheduled users is the maximum
value for MU-MIMO. The results show that if
the number of antennas is small, SU-MIMO out-
performs MU-MIMO in both SE and EE. As
the number of antennas increases, the advantage
of MU-MIMO over SU-MIMO is enlarged.
Therefore, it is beneficial to switch between
MU-MIMO and SU-MIMO for better EE-SE
trade-off in practice.

Multiple-antenna techniques also have detri-
mental effects on energy consumption. First,
more circuit energy is consumed for MIMO
transmission as additional RF chains are
required, and the complexity of signal processing
is also higher. Second, more time or frequency
resources are spent on the signaling overhead
for MIMO transmission. For example, channel
state information (CSI) is required for detection
at the receiver and precoding at the transmitter.
To estimate the CSI at the receiver and feed it

Figure 3. Performance comparison of SU-MIMO and MU-MIMO in a single-cell scenario: a) SE vs. the number of antennas; b)
EE vs. the number of antennas.
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back to the transmitter, training symbols, pilots,
and control signals are transmitted. Since the
number of channel coefficients increases with nt
nr, much more signaling overhead is required for
MIMO systems, especially when there are a
large number of antennas and users.

MIMO transmission schemes reduce the
transmit power but increase the circuit power, so
the total power consumption may not always be
reduced. If the increase of transmit rate cannot
compensate the increase of total power, EE will
decrease. To improve EE, the above benefits
and detriments need to be balanced. One
approach is to adaptively turn on/off the anten-
nas and related RF chains so that the EE and
SE can be well balanced. In general, the EE-SE
trade-off problem with multiple-antenna tech-
niques is complicated, involving joint optimiza-
tion of precoding, scheduling, power allocation,
and antenna selection. The future work for mul-
tiple antenna technologies may include:

Transmission scheme adaptation: There are
many different MIMO transmission schemes,
such as spatial diversity, beamforming, multi-
plexing, and MU-MIMO. To achieve the best
performance, the transmission schemes need to
be adaptively selected based on the channel state
information (CSI) and user requirement.

Sleep mode management: If spectral efficien-
cy can be improved by MIMO transmission, the
transmission time is less, and the transmitter can
be put into sleep mode. On the other hand, the
number of active antennas for each transmitter
can also be adaptive. Therefore, joint node-level
and antenna-level sleep mode management will
be interesting work.

CSI acquisition: CSI plays an important role
in multiple-antenna techniques. Without accu-
rate CSI, performance will be largely degraded.
The accuracy of CSI can be improved if more
signaling is done. How to balance the trade-off
between CSI accuracy and signaling overhead is
valuable and critical work, and needs to be fur-
ther investigated.

INTERCELL INTERFERENCE MANAGEMENT
The fundamental challenge for a multi-cell sce-
nario is the mitigation of intercell interference,
especially when the frequency is in full reuse.
The EE and SE will be significantly degraded by
intercell interference, especially for cell edge
users. Reducing interference can be achieved by
proper static or dynamic resource allocation over
cells providing a significant EE gain. However,
most of these techniques rely implicitly on reduc-
ing the bandwidth available for each BS, thus
introducing an SE loss, and the global trade-off
is then shifted.

In GTT we analyzed the global impact of
intercell interference, which, in degrading both
EE and SE, results in poorer system perfor-
mance. Two extreme cases are evaluated on a
reference scenario corresponding to a current
dense urban standard deployment under full
load. The first case corresponds to the standard
interference limited regime with no interference
management, while the second case is an ideal
case with full interference removal [13]. The
main important figure of merit is that in the sec-
ond case, the same fair capacity may be achieved

with a 30 dB reduction of total transmitted
power. When using efficient resource sharing
techniques exploiting either orthogonal frequen-
cy-division multiple access (OFDMA) or super-
position coding (SC), the theoretical EE gain is
huge: in full interference, EE reaches a maxi-
mum of 60 Mb/J while it grows to 30 Gb/J with
no interference, as seen in Fig. 4. (Note here
that the EE metric includes only the transmit
power. If the total energy were considered, EE
would decrease by at least a factor of 10.)

However, achieving full interference cancella-
tion is infeasible in practice. Interference is pro-
duced by a large set of neighbor BSs, including a
few strong interferers (the nearest BS) and a
bunch of long distance interferers. However, it is
estimated that removing the two or three
strongest interferers may still provide a gain of
about 15 dB [13]. To achieve this gain, different
interference management schemes may be used
and combined, such as resource partitioning,
scheduling, beamforming, cooperative transmis-
sion, and interference alignment. These schemes
have different coordination requirements and
effective gain. In 3GPP, enhanced intercell inter-
ference coordination (eICIC) techniques are
introduced, which only require minimum coordi-
nation between cells.

When full feedback is available, the multi-cell
scenario becomes equivalent to a single-cell
MIMO scenario, and the optimal performance
may be achieved by employing joint transmission
and reception of multiple cells. To reduce the
amount of backhaul transmissions and coopera-
tion requirements, interference alignment is
attractive because it requires only information
exchange relative to channel states, each mobile
being associated with only one BS. However, the
performance of interference alignment is limited
by imperfect channel estimation and time varia-
tions. Interference alignment can also be
designed with limited feedback, but at the price
of reduced DoFs. Indeed, the local choice made
by a transmitter should be restricted to not affect
the interference perceived by neighbor receivers.

There are other effective intercell interfer-
ence management schemes, but there is no room
to enumerate all of them. Future work on inter-
cell interference may include:

EE-SE analysis: Theoretical analysis of EE-
SE trade-off in a multi-cell scenario will be valu-
able and interesting work, which can provide
insights on the performance bounds and which
schemes are more promising from the viewpoint
of EE-SE trade-off. The difficulty mainly lies in
how to balance the complexity and model accu-
racy.

Intercell coordination: The coordination
between cells is the major limitation of intercell
interference management schemes. The multi-
cell network is a dynamic system with local
agents. The appropriate decision loops, feed-
back, and decision rules will play a critical role.
Furthermore, the delay and limited capacity of
backhaul connections have to be considered.

DISTRIBUTED ANTENNA SYSTEMS
Distributed antenna systems deploy antennas in a
distributed manner, so that the network coverage
is increased. Since the antennas are closer to the
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users, the path loss between transmitters and
receivers decreases. Under the EE-SE trade-off
framework, both EE and SE can be improved
with DASs. Furthermore, a DAS has a novel
structure with central baseband units (BBUs) and
remote radio units (RRUs), which largely reduces
the number of BS sites while maintaining site
capacity. As a result, network power consumption
of supporting equipment such as cooling can be
largely reduced. Due to the limitation of compu-
tation power, each BBU can only support several
RRUs. Large-scale DASs will become feasible
with more and more powerful processors. Figure
5a shows an implementation architecture of large-
scale DAS, in which a number of RRUs are con-
nected to a pool of BBUs via optical switches.
These high-throughput optical switches can
dynamically forward and receive real-time data of
each RRU to/from its related BBU. 

Intuitively, the best performance can be
achieved in a DAS by coordinating all the RRUs
together and performing distributed beamform-
ing. However, this type of coordination can
induce considerable computational complexity.
To reduce the complexity, antenna clustering
according to user location and/or channel quality
can be applied. With antenna clustering, intra-
cluster interference can be eliminated with the
cooperative transmission schemes introduced
previously, but inter-cluster interference still
exists since there is no coordination among the
clusters. As the BBUs are co-located, a central
controller can be applied to achieve inter-cluster
coordination so that the interference can be fur-
ther reduced.

Our recent work in [14] proposed a resource

allocation scheme for large-scale DASs, in which
hundreds of antennas are randomly deployed,
which jointly considers the power allocation and
preceding MIMO. A simplified cloud-RAN-based
energy-efficient power allocation (S-CEEPA)
scheme is proposed in which instantaneous CSI is
not required. Thus, this scheme can easily be
employed in frequency-division duplex (FDD)
mode. The uncontrollable inter-cluster interfer-
ence is also taken into account. The baseline
scheme is equal power allocation (EPA) for each
antenna. The simulation results in Fig. 5b show
that the proposed scheme performs much better
than the baseline scheme. For all the scenarios,
EE increases with more antennas deployed. This
is because with increasing antenna density, the
propagation loss decreases, and the interference
is largely eliminated by intra-cluster precoding.
On the other hand, EE decreases when the num-
ber of clusters increases due to higher inter-clus-
ter interference. Future work on distributed
antennas systems includes:

Power model: Since the network architecture
is different from traditional wireless networks,
the power model of large-scale DASs needs to
be further investigated. On one hand, the power
consumption of support equipment can be
reduced with the structure of centralized pro-
cessing. On the other hand, additional power
consumption is caused by optical switches, BBUs,
and the controller for intra-cluster and inter-
cluster signal processing.

Imperfect transmission: The RRUs are
assumed to be perfectly synchronized, and the
overhead of CSI acquisition is neglected in cur-
rent work. If the transmissions are not perfect,

Figure 4. EE-SE trade-off with different resource sharing techniques (FTDMA-CPD, -FB, and -opt: time-frequency division, with
constant power density, constant bandwidth per user, and optimal allocation, respectively. SC : superposition coding): a) full
reuse scenario; b) interference-free scenario.
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the intra-cluster interference cannot be fully
eliminated. To investigate the practical benefit
of large-scale DASs, it is necessary to study the
optimization of joint clustering and precoding
design under imperfect transmission.

INTEGRATION OF GTT SOLUTIONS
In the previous section, various GTT solutions
have been proposed to improve EE-SE trade-off
for wireless networks. For each scenario, only
one or several solutions can be used. One way to
evaluate the EE-SE trade-off with the combined
effects of all GTT solutions is to develop a sys-
tem-level simulator with all the solutions applied.
However, such a simulator is too complicated
and time-consuming. In this section, the GTT
toolbox is introduced as a systematic simulation
tool and unified simulation platform to integrate
all these GTT solutions together, as well as the
method of integration.

GTT TOOLBOX
The GTT toolbox provides a simulation frame-
work to evaluate the performance of an integrat-
ed GTT solution, which is affected by variable
factors, such as network scenarios, traffic dynam-
ics, and large-scale and small-scale fading. There
is a graphic user interface to configure all these
factors, as shown in Fig. 6a. The network sce-
nario and traffic model are both configurable,
and the channel models include propagation
loss, large-scale fading, and small-scale fading,
which mainly follow the parameters specified in
[15]. The power model is either a linear model
or other more sophisticated models with config-
urable parameters. If the “Go” button is pressed,
a system-level simulation is executed. After the
simulation, different performance metrics,
including EE, SE, user throughput, and power
consumption, are illustrated.

METHOD OF INTEGRATION
The main difficulty of system-level simulation
lies in the time-varying states. If traffic dynamics
is considered, the dimension of states becomes
intractable. To solve this problem, we propose a
new simulator structure in the GTT toolbox, as

illustrated in Fig. 6b. The simulator consists of
the network and physical layers. Instead of
implementing the GTT solutions in detail, they
are abstracted into signal-to-interference-plus-
noise ratio (SINR)-SE or signal-to-noise ratio
(SNR)-interference-to-noise ratio (INR)-SE
mapping curves or look-up tables in the physical
layer. Each GTT solution may have multiple
mapping curves, and each mapping curve corre-
sponds to a set of parameters (e.g., the number
of transmit and receive antennas).

These mapping curves act as an interface
between the network and physical layers. In the
network layer simulation, traffic dynamics and
large-scale fading are considered. When a user
arrives, the SINR, SNR, and INR are calculated
based on the large-scale fading model. The average
SE is given by the mapping curves, which are func-
tions of SINR, SNR, and INR. Usually, the curve
with the best SE is selected. If multiple users are
served by the same cell, the bandwidth is equally
allocated to the users. Thanks to the two-layer
structure, the scheduling or bandwidth allocation
issues are left to the physical layer simulation.

The mapping curves are obtained by offline
simulation, in which the number of users is fixed
and all the cells are under full load. Both large-
scale and small-scale fading are considered. At
the beginning of simulation, a number of users
are randomly dropped, and the average SINR,
SNR, and INR of each user is calculated based
on the large-scale fading model, which corre-
sponds to the horizontal axis of the mapping
curves. Then the users are served by the BSs,
and the instantaneous SE for each scheduled
user is stored. The pairs of average SE and aver-
age SINR form scatter plots, and the mapping
curves are computed by curve fitting at the end
of the simulation.

If MU-MIMO is applied, users can have more
transmission opportunities by bandwidth sharing.
However, this is not reflected in the calculation
of average SE. The instantaneous SE is multi-
plied by the number of users if MU-MIMO is
applied to reflect multiuser diversity. Fig. 6c
illustrates an example of multiple SINR-SE
curves for MU-MIMO. As MU-MIMO can only
be applied if there are multiple active users, thus

Figure 5. a) Architecture of a large-scale distributed antenna system; b) energy efficiency with different
numbers of antennas.
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for network-layer simulation, the mapping curves
are not applicable if there are not enough users.

If intercell interference management is
applied, SINR can be improved, especially for
cell edge users. Since the average SINR is calcu-
lated with all interference, users who suffer from
high interference and under deep fade cannot be
distinguished with the SINR-SE curve. There-
fore, we develop a new kind of mapping curve,
the SNR-INR-SE curve, shown in Fig. 6d. In this
way, the abstraction is more accurate for multi-
cell GTT solutions.

It should be noted that the above method is
only an approximation of the real system-level
simulation. The approximation holds only if the
timescale of network-layer dynamics is much
longer than the physical layer (i.e., the service
rate of each user can be approximated by the
average performance. As a whole, the GTT tool-
box provides a simple and flexible way to inte-
grate multiple GTT solutions, which play an
important role in the whole GTT project.

CONCLUSIONS
This article has described the design principle of
energy-efficient wireless networks in the GTT
project. Inspired by the fundamental framework

of EE-SE trade-off, four selected GTT solutions
have been introduced, including bandwidth expan-
sion, multiple-antenna technologies, intercell
interference management, and distributed anten-
na systems. The performance benefits, as well as
design insights and challenges of these solutions
have also been elaborated. Furthermore, the
GTT toolbox and a novel method of integration
have been introduced to integrate all the GTT
solutions. Future work in the GTT project will
focus on the design of integrated green transmis-
sion technologies and provision of a systematic
solution for the big challenge of energy consump-
tion in current and future 5G wireless networks.
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INTRODUCTION

According to the Cisco Visual Networking Index
2013, global IP traffic has increased more than
fourfold in the past five years, and will grow
threefold by 2017, to reach 120.6 exabytes per
month. Most of the traffic can be attributed to
the emergence of video streaming portals for
user generated content (e.g., YouTube and
Google Video) and video on demand (e.g., Net-
Flix, Hulu, and IPTV services). It is predicted
that global consumer Internet video traffic will
be 69 percent of all consumer Internet traffic in
2017, up from 57 percent in 2012, and the sum
of all forms of video (e.g., TV, VoD, Internet,
and P2P) will be in the range of 80–90 percent
of global IP traffic by 2017. While IP has exceed-
ed all expectations for facilitating ubiquitous
interconnectivity, it was designed for conversa-
tions between communications endpoints, but is
overwhelmingly used for content distribution.
That is, today’s Internet is increasingly used for
information dissemination rather than pair-wise
communications between end hosts [1], and pays
more attention to the content itself rather than
where it is physically located [2]. However, the
current Internet, originally conceived to enable
communication between machines, lacks natural
support for content distribution. This fundamen-
tal mismatch has significant impacts on network

performance in terms of end-user quality of
experience, bandwidth costs, delay, and energy
use [3].

Initial attempts to accommodate content dis-
tribution within the Internet infrastructure have
resulted in a plethora of content-oriented appli-
cations/services, such as peer-to-peer (P2P) net-
works (e.g., Gnutella and BitTorrent) and
content delivery networks (CDNs). In these
application-/service-specific solutions, an end
user does not care about hosts, but about con-
tent. Therefore, these mechanisms can improve
content access and quality of user experience
over the Internet. However, from a networking
perspective, they still rely on a host-to-host com-
munication model and do not take into account
social semantics of transferred content for opti-
mizing content routing or caching, which leads
to costly and/or inefficient solutions for content
distribution [4].

To better cope with the Internet usage shift
from a sender-driven end-to-end communication
paradigm to a receiver-driven content retrieval
one, a handful of innovative information-centric
networking (ICN) architectures have been pro-
posed [1]. The philosophy behind ICN is to pro-
mote content to a first-class citizen in the
network. In ICN, users do not care where the
content comes from, but are only interested in
what the content is. The essence of ICN lies in
decoupling contents from hosts (or their loca-
tions) not at the application level, but at the net-
work level. A notable advantage of these novel
networking architectures is to provide transpar-
ent and ubiquitous in-network caching to speed
up content distribution and improve network
resource utilization, as requests no longer need
to travel to the content source, but are typically
served by a closer ICN content router along the
routing path [5].

Although some excellent works have been
done on ICN in-network caching, their focus is
to increase cache hit rate and/or decrease net-
work delay. Consequently, the energy consump-
tion aspect in this setting is largely ignored [6].
However, the increasingly strict environmental
standards and rapidly rising energy costs have
led to an emerging trend of addressing the ener-
gy efficiency of the Internet. The information
and communication technologies (ICT) sector is
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currently responsible for almost 2 percent of
world electricity use in 2007, having observed an
annual increase of 10 percent from 2007 to 2012.
The total global electricity and diesel energy
consumption by all mobile networks was approx-
imately 120 TWh in 2010, resulting in energy
costs of US$13 billion and responsible for 70 Mt
carbon dioxide equivalent (CO2e). In a business
as usual (BAU) scenario, the non-negligible
greenhouse gas (GHG) emissions of the ICT
sector are expected to reach 1.43 Gtons CO2e in
2020.

In this article, we provide a brief survey of
energy-efficient caching techniques in ICN. The
rest of this article is organized as follows. We
first present the history and main components of
ICN, and then introduce the architecture and
workflow of the typical content-centric network-
ing-based ICN approach. After introducing the
ICN paradigm, we describe ICN in-network
caching. We then present the existing energy-
efficient techniques from the cache placement,
content placement, and request-to-cache routing
perspectives. We also outline some research
challenges and future research directions for
energy-efficient ICN caching. Finally, we con-
clude the article.

AN OVERVIEW OF INFORMATION-
CENTRIC NETWORKING

This section introduces the history and main
components of ICN, and presents the architec-
ture and workflow of the typical content-centric
networking-based ICN approach.

A BRIEF HISTORY OF
INFORMATION-CENTRIC NETWORKING

ICN has been attracting increasing attention
from both academia and industry. A number of
ICN initiatives focus on designing an Internet
architecture that can replace the current host-
centric model and directly address the content
delivery problem described above. The concept
of ICN dates back to 1999, when Cheriton et al.
introduced the concept of name-based routing in
translating relaying Internet architecture inte-
grating active directories (TRIAD), which pro-
posed to avoid DNS lookups by using the name
of an object to route toward a close replica of it.
In 2007, data-oriented network architecture
(DONA) was proposed as one of the first clean-
slate ICN proposals. DONA uses flat, self-identi-
fying, and unique names for information objects,
and binds the act of resolving requests for infor-
mation to locating and retrieving information,
which improves TRIAD by incorporating securi-
ty (authenticity) and persistence as first-class
primitives in the architecture.

Subsequently, a number of research efforts
have been dedicated to ICN, including the EU
funded projects Publish-Subscribe Internet Tech-
nology (PURSUIT) and its predecessor Publish-
Subscribe Internet Routing Paradigm (PSIRP),
Scalable & Adaptive Internet Solutions (SAIL)
and its predecessor 4WARD, Content Mediator
Architecture for Content-Aware Networks
(COMET), CONVERGENCE, the U.S. funded

projects Named Data Networking (NDN) and its
predecessor Content-Centric Networking (CCN)
and MobilityFirst, the French funded project
ANR Connect, which adopts the NDN architec-
ture, as well as the collaborative EU-Japan pro-
ject called GreenICN.

THE MAIN COMPONENTS OF
INFORMATION-CENTRIC NETWORKING

The communication paradigm within ICN is dif-
ferent from that of IP. Current IP architectures
revolve around a host-based conversation model
(i.e., a communication is established between
two hosts before any content is transferred), and
the delivery of data in the network follows a
source-driven approach (i.e., the path is set up
from the sender to the receiver). The principal
concern of ICN is to disseminate, find, and
deliver information rather than the reachability
of end hosts and the maintenance of conversa-
tions between them. In ICN, the user requests
content without knowledge of the host that can
provide it, the communication follows a receiver-
driven principle (i.e., the path is set up by the
receiver to the provider), and the data follows
the reverse path. The network is then in charge
of doing the mapping between the requested
content and where it can be found (Fig. 1). The
match of requested content rather than the find-
ability of the endpoint that provides it thus dic-
tates the establishment of a communication in
ICN.

To be efficient, one key aspect of ICN is
naming. Content should be named in such a way
as to be independent of the location of the node
where the content can be found, which is the
main objective of ICN (to separate naming and
location). ICN also includes a native caching
function in the network in such a way that nodes
can cache the contents passing through it for a
while (depending on the cache size and replace-
ment algorithm) and deliver them to requesting
users. Via this in-network caching mechanism,
the content is replicated, and the delivery proba-
bility of the content to the end user is increased.

Decoupling naming from location also allows
native support of mobility or multicast in ICN.
Indeed, when users move, they are connected to
another node in the ICN network, but since no
IP address is used for the routing, it is transpar-

Figure 1. An information-centric network.
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ent, as opposed to IP, where the address should
be changed. For multicast, as soon as one user
has requested a given content, one node can
cache it and then deliver it for subsequent
requests for the same content. It then naturally
creates multicast-like content delivery.

INTRODUCTION TO CONTENT-CENTRIC
NETWORKING: A PIONEER INFORMATION-

CENTRIC NETWORKING SOLUTION

The open source implementation of CCN
describes a complete naming scheme, content
retrieval storage, and dissemination algorithms,
and this implementation is also the root of the
NDN project proposing a comprehensive net-
working protocol designed around CCN. Conse-
quently, CCN has become one of the most
promising techniques for ICN [4, 7]. Therefore,
in this subsection, we present the architecture
and workflow of CCN-based ICN approach.

Architecture of Content-Centric Network-
ing — The CCN-based ICN architecture is
showed in Fig. 2. CCN is a receiver-driven data-
centric communication protocol. Communication
in CCN is performed using two distinct types of
packets: interest packets and data packets. Both
types of packets carry a name, which uniquely
identifies a piece of data that can be carried in

one data packet. Besides, to receive data, each
CCN content router (CR) maintains three major
data structures: a content store (CS) for tempo-
rary caching of received data packets, a pending
interest table (PIT) to contain the names of
interest packets and a set of interfaces from
which the matching interest packets have been
received, and a forwarding information base
(FIB) to forward interest packets.

The Workflow of Content-Centric Network-
ing — Figure 2 also shows the working proce-
dure of the CCN-based ICN architecture. The
subscriber sends an Interest for the name
/aueb.gr/ai/new.htm (arrows 1–3). When the
interest packet arrives, the CR extracts the infor-
mation name and looks for an information object
in its CS with a name matching the requested
prefix. If something is found, it is immediately
sent back through the incoming interface in a
data message, and the interest packet is discard-
ed. Otherwise, the router performs a longest
prefix match on its FIB in order to decide in
which direction this interest packet should be
forwarded. If an entry is found in the FIB, the
router records the interest packet’s incoming
interface in the PIT and pushes the packet to
the CR indicated by the FIB.

When an information object that matches the
requested name is found at a publisher node or

Figure 2. Content-centric networking-based ICN architecture. CR: content router; FIB: forwarding information base; PIT: pend-
ing interest table; CS: content store.
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a CS, the Interest message is discarded and the
information is returned in a Data message.
When a CR receives a Data message, it first
stores the corresponding information object in
its CS and then performs a longest-prefix match
in its PIT to locate an entry matching the data
packet; if a PIT entry lists multiple interfaces,
the Data message is duplicated, thus achieving
multicast delivery. Finally, the CR forwards the
Data message to these interfaces and deletes the
entry from the PIT (arrows 4–6). If there are no
matching entries in the PIT, the router discards
the data packet as a duplicate.

IN-NETWORK CACHING OF
INFORMATION-CENTRIC

NETWORKING

In this section, we first introduce the advantages
of in-network caching in ICN, and then present
two approaches to in-network caching.

ADVANTAGES OF IN-NETWORK CACHING
In-network caching is a fundamental feature of
ICN architectures, as information awareness
allows the network to identify cached informa-
tion without resorting to the application layer, as
in web caching. Therefore, it can improve net-
work performance by fetching content from
nodes geographically placed closer to the end
user. An illustration of content caching in CCN
is shown in Fig. 3. The usefulness of caching is
already proven by the commercial success of
CDNs. ICN generally leverages in-network stor-
age to provide a better-performing and more
robust transport service. For example, the advan-
tages of in-network caching for an Internet ser-
vice provider (ISP) may be twofold: reducing the
incoming traffic from neighbor ISPs to lower the
traffic load on its cross-ISP links (and hence its
expense for transport link capacity) and improv-
ing the delay/throughput performance by placing
the contents closer to their users. In-network
caching is also attractive to content providers
(CPs) since it can mitigate the capital expense of
their content servers.

ON-PATH AND OFF-PATH CACHING
There are two approaches to in-network caching:
on-path and off-path caching. On-path caching is
generally opportunistic (i.e., routers cache infor-
mation that happens to flow through them),
while off-path caching can be used to actively
replicate information, as in CDNs.

On-Path Caching — A straightforward
approach to content placement is on-path place-
ment of contents as they travel from source to
destination. In on-path caching, when a router
receives a request for a piece of information, it
responds with a locally cached copy without
involving the name resolution system. Although
this approach reduces the computation and com-
munication overhead of placing content within
the network, it might reduce the chances of hit-
ting cached contents.

An important issue in on-path caching is how
each node makes a caching decision to improve

the cache hit rate of content delivery. For exam-
ple, popular content might need to be placed
where it is going to be requested next. Further-
more, problems of expected content popularity
or temporal locality need to be taken into
account in designing in-network caching algo-
rithms in order for some contents to be given
priority (e.g., popular contents vs. one-timers).
The criteria as to which contents should be given
priority in in-network content caches also relate
to the business relationships between content
providers and network operators.

While all ICN architectures natively support
on-path caching in principle, when name resolu-
tion and data routing are decoupled there are
fewer opportunities to exploit opportunistic
caching, as the name resolution path generally
differs from the data routing path: while the
information can be opportunistically cached on
the data routing path, subsequent requests for
the same information follow the (different)
name resolution path, reducing the possibility
for a cache hit. However, when name resolution
and data routing are coupled, if data is cached
on the data routing path it will result in a cache
hit when subsequently requested over the same
name resolution path. Opportunistic caching can
range from the “cache everything” approach of
CCN to the probabilistic caching approach of
COMET [8].

Off-Path Caching — Off-path caching is simi-
lar to traditional proxy caching or CDN server
placement. In off-path caching, caches announce

Figure 3. Illustration of content caching in CCN: Client 1 fetches a content
by sending an interest packet. Initially, were no other interest packets
were issued earlier, and intermediate ICN routers do not have the
requested chunk in their buffers. The interest packet is eventually deliv-
ered to the origin server along the shortest path (i.e., H, D, B, and A). The
requested chunk is then delivered by traversing the reverse path (i.e., A,
B, D, and H), and each intermediate router keeps the forwarded chunk in
its router buffer. If client 2 wants to access the same content, its interest
packet will find a match at node D, and the requested chunk will be deliv-
ered directly from that node.
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their information to the name resolution system
so that they may be matched to information
requests that would not normally reach them,
essentially becoming alternative information
publishers. Therefore, retrieval of contents from
off-path caches requires redirection of requests.

Beyond the more general problem of choos-
ing what to cache and where, the main issue in
off-path caching is how to reduce the overhead
required in order to inform the name resolution
system when new items are cached or old items
are discarded. The exact details depend on the
name resolution scheme used, but one common
goal is to keep updates local, for example, within
an autonomous systems (AS) in order to reduce

signaling overhead and only serve customers
from within that AS [8]. In DONA and COMET,
cached information can be advertised only within
an AS and not propagated upward in the AS
hierarchy (COMET provides the scope mecha-
nism for this purpose). Similarly, in PURSUIT
and the decoupled version of SAIL, cached
information can only be advertised within the
local distributed hash table (DHT) of an AS. In
CCN, CONVERGENCE, and the coupled ver-
sion of SAIL, the name prefix tables need to be
updated, but it is unclear how this could be
achieved economically as the routing protocols
proposed for advertising name prefixes are based
on flooding. MobilityFirst also faces problems in
this area, as it relies on a global lookup mecha-
nism for name resolution; therefore, it is unclear
how locally cached copies can be advertised only
within an AS.

ENERGY-EFFICIENT CACHING
TECHNIQUES IN INFORMATION-

CENTRIC NETWORKING

Based on the analysis presented in the previous
section, ICN in-network caching includes three
important issues: cache placement (where is it
best to put caches?), content placement (which
content should go where?) and request-to-cache
routing (how are cached content copies to be
found?) [9]. For an ICN, the total consumed
energy consists of two major parts: the transport
energy and the caching energy. The transport
energy includes the energy consumption in the
core, edge, and access networks. The caching
energy is consumed mainly by the contents
cached in content routers, which obeys an ener-
gy-proportional model and depends on the
caching hardware technology (e.g., SSD, DRAM,
RLDRAM, SRAM, and TCAM). In this section,
we give a summary of energy-efficient cache
techniques in ICN from cache placement, con-
tent placement, and request-to-cache routing
perspectives, which are presented in Table 1.

ENERGY-EFFICIENT CACHE PLACEM ENT
ICN is a novel architecture that can be deployed
to significantly reduce network capital cost at the
lowest operating expense. The main hardware
component of ICN is the content router with
limited cache capacity. The position of ICN
routers in a network has a direct influence on
the overall performance. In this subsection, we
address the practical issues regarding the possi-
ble deployment and evolution of ICN caches
from an energy efficiency perspective.

Position of a Single Content Router — The
position of a single router in ICN may have a
significant impact on energy consumption. The
further the content is cached from the user, the
less duplication of content data is needed, and
overall less storage energy is required. On the
other hand, the closer the content is cached to
the user, the faster the content can be served,
and overall less transmission energy is required.
For example, for different placement positions
of the ICN router along the network described

Table 1. Energy-efficient caching techniques for information-centric net-
working.

Technology Reference Contributions

Energy-efficient
cache 
placement

Braun et al. [6]
Analyzing the access frequency
threshold from which caching con-
tent starts to be beneficial.

Chen et al. [10]

Formulating the optimization of con-
tent router deployment as a convex
optimization problem, and solving it
by considering the trade-off between
content router deployment cost and
traffic transmission cost.

Energy-efficient
content
placement

Li et al. [11]

Establishing CCN energy consump-
tion model, which relies largely on
the average response hops of data
dissemination.

Choi et al. [12]

Considering different caching hard-
ware technologies in CCN content
router to reduce network energy
consumption.

Guan et al. [13] Optimizing CCN content placement
according to content popularity.

Fang et al. [5]

Formulating energy consumption
problem as a non-cooperative game,
in which each content router makes
local caching decisions considering
both caching energy consumption
and transport energy consumption.

Llorca et al. [14]

Proposing an offline solution to max-
imize efficiency gains, and an dis-
tributed online solution to allow
network nodes to make local caching
decisions by estimating the current
global energy benefit.

Energy-efficient
request-to-
cache routing

Kutscher et al. [9]

Proposing opportunistic caching and
cache-aware routing techniques to
gain the knowledge of a content’s
location.

Sourlas et al. [15]

Proposing an intra-domain cache-
aware routing scheme to minimize
transportation cost based on the
information item demands and the
caching capabilities of the network.
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in Fig. 4, Braun et al. [6] analyze the access fre-
quency threshold from which caching content
starts to be beneficial.

Core and Edge Deployment — As shown in
Fig. 5, the feasibility of deploying ICN in edge
and core networks can be investigated from both
the cost and energy perspectives. By considering
various incremental deployment scenarios (both
core and edge), ICN can outperform conven-
tional CDNs and P2P networks under the con-
sidered scenarios. For instance, with 20 percent
deployment of CCN routers in the cores, CCN
can effectively reduce the hop length, thereby
reducing energy consumption more than 15 per-
cent [2].

The optimization of content router deploy-
ment in large-scale information-centric core-
edge separation Internet can be solved by
considering the trade-off between content router
deployment cost and traffic transmission cost.
Chen et al. [10] assume that content routers are
deployed randomly with a certain probability,
and formulate the optimization problem as a
convex optimization problem. Then they find
that the optimal deployment probability is affect-
ed by the average number of hops for reaching
the content provider, additional cost for building
a content router, and traffic transmission cost.
Moreover, for given content router deployment
cost and traffic transmission cost, the optimal
deployment probability for most content pro-
viders remains within a small range. In fact, it is
more effective to deploy ICN nodes at the edge.
For example, the scenario with 20 percent
deployment in the edge routers performs almost
as well as the scenario with 100 percent deploy-
ment in the core [2]. A caveat of this result is
that the total number of CCN routers will be
much greater when deploying them in the edge,
because the number of edge routers tends to
grow exponentially.

Energy-Efficient Content Placement — The
placement of content replicas is another key
issue for ICN in-network caching research. In an
ICN network, content objects are dynamically
created and requested, and can be cached as
they travel toward end users, providing per-
object-request granularity, responsiveness, and
adaptation. The aim of the energy-efficient
dynamic in-network caching problem is to find
the evolution of the network configuration, in
terms of the content objects being cached and
transported over each network element at any
given time, that meets user requests, satisfies
network resource capacities, and minimizes over-
all energy use [14].

To maximize the energy saving, the energy
optimization for ICN content delivery first needs
to be designed. For example, an energy con-
sumption model for CCN content delivery is
studied in [11], where the energy consumption
relies largely on the average response hops of
data dissemination. Moreover, the authors of
[12, 13] investigate the minimum energy con-
sumption CCN can achieve with optimal content
locations by considering different caching hard-
ware technologies, number of downloads per
hour, and content popularity. Although the opti-

mization problem can be solved directly by solv-
ing in a centralized algorithm, all network infor-
mation (e.g., the contents each node caches) in
the network should be sent to a particular node
to calculate the corresponding solutions, which
should be distributed to the corresponding nodes
in the network. Therefore, the centralized algo-
rithm incurs huge communication overhead and
lacks resilience to network changes.

To tackle the problem, the centralized energy
consumption model can be transformed into a
distributed one by adopting some proper tools.
For instance, based on non-cooperative game,
Fang et al. [5] propose an energy-efficient dis-
tributed in-network caching scheme to deal with
the centralized energy consumption model for
CCN, in which each content router only needs
locally available information to make caching
decisions considering both caching energy con-
sumption and transport energy consumption. In
addition, dual decomposition (DD) and the
alternating direction method of multipliers
(ADMM) methods can be considered. These
transformed distributed energy consumption
optimization algorithms can allow a global opti-

Figure 4. A network scenario of position of a single content router for ICN
energy analysis.
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mization energy problem to be horizontally
decomposed into parallel subproblems among
the nodes.

To set the optimal solution as a benchmark,
some distributed real-time caching policies based
on network information (e.g., content popularity,
user requests, equipment energy efficiency, and
network topology) can also be designed to make
a trade-off between the caching energy and the
transport energy. For example, an efficient fully
distributed online solution [14] is proposed to
allow network nodes to make local caching deci-
sions based on their current estimate of the
global energy benefit.

ENERGY-EFFICIENT
REQUEST-TO-CACHE ROUTING

In order to reduce energy consumption in ICN,
requests have to be forwarded to the nodes that
temporarily host (cache) the corresponding con-
tents to take advantage of cached contents. This
relates to energy-efficient request-to-cache rout-
ing, and the main challenge is that requests
should ideally know the position of the cached
content and follow the path to it. However, it is
impractical to broadcast the instructions as to
which content is cached where throughout the
network. Therefore, the knowledge of a con-
tent’s location at the time of the request might
either not exist or be inaccurate (i.e., contents
might have been removed by the time a request
is redirected to a specific node).

To gain knowledge of a content’s location,
coordination between the data and control planes
to update information of cached contents has
been considered, but in this case scalability issues
arise. There are two options to resolve the prob-
lem: opportunistic caching and cache-aware rout-
ing techniques [9]. In opportunistic caching,
requests are forwarded to a server, and if the con-
tent is found on the path, the content is fetched
from this node (instead of the original server).
Cache-aware routing techniques can either involve
both the control and data planes or only one of
them. Furthermore, cache-aware routing can be
done on a domain-wide scale or can involve more
than an individual AS. For example, an intra-
domain cache-aware routing scheme is proposed
to compute the paths with the minimum trans-
portation cost based on information item
demands and the caching capabilities of the net-
work [15]. In the latter case, business relation-
ships between ASs might need to be exploited in
order to build a scalable model.

CHALLENGES AND
FUTURE RESEARCH DIRECTIONS

Although the caching technologies presented in
the previous section can improve the energy effi-
ciency of ICN, it is still a new research area full
of challenges. There are a lot of issues that need
to be addressed. In this section, we present some
important yet challenging problems, and outline
possible future research directions.

Chunk-Level Object Popularity — Object
popularity is one of the major properties that

affect cache efficiency. Research on current traf-
fic patterns could shed additional light on the
popularity characteristics of information today
and thus benefit the design of energy-efficient
caching schemes in ICN. In ICN, chunk-level
object popularity rather than file-level object
popularity should be considered. This line of
study can be carried out in two directions. From
the analytical point of view, the chunk-level
object popularity model can be established from
prior knowledge. These include established
knowledge about file-level object popularity and
distribution of object size, and reasonable
assumptions on users’ access behavior for
chunks. From the experimental point of view,
since currently there are no large-scale opera-
tional ICN network infrastructure and applica-
tions, it is difficult to measure the chunk-level
object popularity directly. However, P2P sys-
tems, such as PPLive, can provide an opportuni-
ty to collect statistics about block-level object
popularity. Certainly, the size of a block in P2P
systems is different from the size of a chunk in
ICN. However, their requesting behaviors are
similar, so the results are analogous, and can be
used at least as a reference for chunk-level
object popularity in ICN.

Mix Traffic — Another issue is that when caching
takes place in ICN, several types of traffic will
compete for the same caching space. Therefore,
cache space management becomes crucial for the
network. Recent works, albeit based on simplified
traffic models, have indicated that intelligent
schemes can substantially improve energy effi-
ciency in ICN. Although intelligent cache decision
policies can reduce cache redundancy and
increase the diversity of cached contents, making
full use of content diversity needs complementary
cache location mechanisms. How to devise and
bundle low-complexity implicit cache decision
policies and the corresponding intelligent cache
location schemes in the face of the highly dynam-
ic in-network cache environment remains an
active research direction.

Wireless Information-Centric Networks —
Mechanisms for energy-efficient caching have
been studied mostly in the context of wired net-
works. With recent advances of wireless mobile
communication technologies and devices, more
and more end users access the Internet via
mobile devices such as smart phones and tablets.
This can create significant challenges in mobile
environments, particularly mobile ad hoc net-
works (MANETs) and delay-tolerant networks
(DTNs) due to the potential cost of managing
cached replicas. Mobile node interests in content
should be utilized to provide better network per-
formance in terms of throughput, end-to-end
delay, and energy consumption in both wireless
and wired networks. Therefore, it is necessary to
study the performance of existing energy-efficient
caching techniques in ICN under wireless scenar-
ios. Moreover, since currently there is no large-
scale operational ICN network infrastructure and
applications, large-scale tests on a real network
(e.g., the PlanetLab environment) should be
made to evaluate the actual effectiveness of these
schemes under both wired and wireless scenarios.
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Network Deployment — Another critical issue
is that a sufficient number of content routers
must be deployed throughout the network to reap
the benefits of content caching. ICN can lower
the energy consumption from the deployment and
evolution perspective, but today’s technology is
not yet ready to support an Internet-scale CCN
deployment. Nevertheless, by reducing the scope
of a ICN deployment (i.e., from Internet scale to
CDN or ISP scale), today’s routers could easily be
extended to become content routers. In this way,
ICN can achieve energy efficiency while obviating
the need to deploy preplanned and application-
specific mechanisms, such as CDNs and P2P net-
works, which require sophisticated network
services for mapping named content to hosts.

Although we consider equal deployment prob-
ability of content routers identified in the previ-
ous section, content routers can be deployed with
various probabilities in different ASs. In addition,
network topology, traffic flow, and the location of
the content routers will also affect the traffic load
of the information-centric core edge separation
Internet. Therefore, it is interesting to investigate
the optimization of content routers’ deployment
considering different deployment probabilities for
core and edge network content routers. More-
over, investigating the deployment of content
routers with consideration of the traffic flow and
Internet topology is another research direction.

CONCLUSIONS
Information-centric networking is a novel net-
working architecture and promotes content to a
first-class citizen in the network. In this article,
we present the history and main components of
ICN, and then introduce the architecture and
workflow of the typical content-centric-network-
ing-based ICN approach. Next, we present the
issue of ICN in-network caching, and review
some existing energy-efficient caching tech-
niques. Finally, we outline some challenges and
future research directions about energy-efficient
caching policies for green ICNs.
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INTRODUCTION

The continuing growth of digital services such as
streaming videos, browsing websites or generally
exchanging data over the Internet has drawn
some attention to their environmental impact,
which is either indirect, referring to the poten-
tially beneficial impact of changes that digital
services induce in the wider society and econo-
my, or direct, resulting from manufacturing and
energy consumption of devices. An understand-
ing of the trade-offs between potential benefits
and negative direct impacts enables consumers,
businesses, and policy makers to take environ-
mental impact into account. 

Sustainability practitioners working for busi-
nesses providing digital services (e.g., online
news or video) are experts in taking an end-to-
end perspective and modeling all environmental
impacts during the life cycle of a product, but
lack the resources and expertise to create
detailed models of each subsystem under consid-
eration, such as the network. Instead, they
require guidelines and off-the shelf models.

Despite some progress, efforts such as the
information and communications technology
(ICT) sector guidance service chapter to the
Greenhouse Gas Protocol or the International
Telecommunication Union (ITU) L 1410,
“Methodology for the Assessment of the Envi-
ronmental Impact of Information and Communi-
cation Technology Goods, Networks and
Services” currently lack such models. Hence,
practitioners adopt results from past studies
without detailed analysis of underlying assump-
tions. In the case of energy usage by the Inter-
net, this can be particularly problematic because
the great variation of figures used means that
the selection of one rather than another can dra-
matically affect the conclusions of an assessment. 

In this article, we present a meta-analysis of
past studies of energy consumption in the net-
work. While this text provides an estimate of
energy intensity of only edge, metro, and core
networks, a complete assessment of a digital ser-
vice needs to take all network parts into account,
including the customer premises equipment
(CPE), wired access networks, wireless access
networks, and metro and long-haul networks, as
shown in Fig. 1.

TWO COMMUNITIES: INDUSTRIAL
ECOLOGY AND NETWORK RESEARCH
Life cycle assessments of digital services usually
use a measure of the energy intensity of their
network usage to determine their allocation of
energy. This is normally stated in Joules per bit
or kilowatt hours per gigabyte. It is calculated as
a share of the network energy consumption rela-
tive to the data volume transported or, equiva-
lently, of the power consumed per bandwidth
sustained. Given the energy intensity, the energy
footprint of a service is estimated as the product
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of energy intensity and the data volume of the
service; per single unit of service (e.g., one
minute of video stream) or for the entire audi-
ence (i.e., all videos streamed per year).

Energy intensity has been estimated using
two different approaches: top-down and bottom-
up. Each approach relates energy consumption
to data traffic, but differs in the kind of input
data it applies and enables its use in different
applications. The distinction between top-down
and bottom-up modeling approaches can be
found in several domains where an overall prop-
erty being calculated is also present on the level
of model components.

A top-down model, for example [1], estimates
the total energy use of an entire subsystem, such
as “all data centers” or “the Internet,” measures
or estimates the total quantity of a given service
type provided (e.g., data transmitted), and
divides the former by the latter to give the ener-
gy consumption per unit of service. Hence,
regarding energy consumption, it treats a given
subsystem as a black box. Top-down models can
evaluate change on the level of aggregate vari-
ables: total network traffic, average energy con-
sumption per device class. Since top-down
models are parameterized with market data, they
are accessible to non-experts in network technol-
ogy and are open to external validation.

For energy footprinting of digital services, the
most influential top-down models (specifically,
[1, 2]) were developed by researchers from the
inter-disciplinary industrial ecology community
— although this categorization is loose as aca-
demic communities are not clearly separated,
and individual researchers publish in a variety of
venues and collaborate across boundaries.

One of the defining goals of studies from this
community is to quantify energy and material
flows in industrial systems in order to increase
the sustainability of industrial systems by under-
standing their relationships on technological,
social, economic, and environmental levels. A
particular focus is taking a whole systems per-
spective: investigating the dynamic relationship
over these levels in order to prevent shifting the
burden from one part of the system to another.
For example, the shift toward distributed ser-
vices provided by central servers through low-
power clients might result in greater energy
consumption by the network. 

Top-down models are conducive to this whole
systems perspective. Energy consumption in top-
down models is usually estimated from market
sales per device class and corresponding average
power consumption to give a total over all con-
sidered device classes. By comparing this total
with other macro-scale energy statistics, it is easy
to sanity check them. And by treating the mod-
eled system partly as a black box, they also do
not require detailed knowledge on the network
architecture. On the other hand, they cannot be
used to evaluate changes to part of the network
but only on trends of changing total network
traffic or total energy consumption.

A bottom-up model (e.g., [3]), in contrast,
calculates the overall energy intensity from the
sum of the energy intensity of the subsystem
components — usually the physical devices in
the network. These models have also been

referred to as transactional models as they allo-
cate energy consumption to the transaction of
data from end to end. As they represent energy
intensity on the level of the system components,
they are more flexible than top-down models to
evaluate change: they can be used to evaluate
the impact of modifications to the system archi-
tecture and its components.

Such models thus require detailed knowledge
of the operation and design of networks.
Although this knowledge is already held by net-
work operators, and thus, in principle, it is possi-
ble to represent each individual device in a
bottom-up model, in practice network operators
do not publicly disclose this information for
business reasons. Instead, bottom-up models
have been built based on implicit assumptions
around the typical architecture of networks and
are thus more difficult to validate.

It is no surprise that bottom-up models origi-
nate from the network research community,
which investigates the design of networks and
considers a number of metrics, including energy
consumption. Network researchers have quanti-
fied energy consumption to estimate environ-
mental impact from carbon emissions and, more
frequently, to address network operator costs. If
environmental impact was being assessed, the
interpretation of results typically focused on
directing research in network design.

Bottom-up models facilitate the evaluation of
alternative design choices if they represent the
network components that are to be altered. The
scope of an investigation thus affects the level of
detail at which the network is modeled. For
example, if the goal of a study is to evaluate sav-
ings from optical switching, these devices must
be explicitly modeled; if not, fiber optic compo-
nents might be modeled in less detail with aver-
age values for energy consumption and capacity.
At the same time the level of detail of modeling
is naturally constrained by the simultaneously
increasing complexity of the model, which is par-
ticularly relevant for end-to-end models.

Both modeling approaches introduce signifi-
cant sources of uncertainty. The accuracy of a
top-down model depends on the assumed total
energy consumption and data volume. The accu-
racy of bottom-up models depends on how close-
ly the assumed network architecture mirrors real
network deployments. The energy elasticity of
network devices, that is, the ratio between

Figure 1. End-to-end model of the network. Servers in data centers are pro-
viding digital services to user devices in the home via the network, includ-
ing CPE connecting to user devices in the home, access network, metro
network, long- haul/core network, and undersea cable transport.
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marginal change of the utilization of a device
and the resulting marginal change in energy con-
sumption, cannot be taken into account by top-
down models. But the current generation of
network devices has very low energy elasticity,
thus not limiting the potential accuracy of top-
down models, as [4] found. 

However, both approaches arrive at signifi-
cantly different estimates for the energy intensity.
In [5] a review of top-down and bottom-up mod-
els by Coroama and Hilty finds that top-down
studies consistently arrive at higher estimates for
energy intensity than bottom-up studies, differing
by four orders of magnitude. Reasons for this
discrepancy are given as being varying years of
reference and varying system boundaries, some-
times including user devices, data centers, and
CPE. However, they make no attempt to study
the discrepancy by normalizing the system bound-
aries and thus leave open the question of whether
the differences can be resolved. Table 1 and Fig.
1 list estimates of energy intensity of the past
studies along a seemingly inverse exponential
curve between 136 kWh/Gbyte and 0.006
kWh/Gbyte. We note that none of the three top-
down studies with the highest energy intensity
value includes end-user devices or optical fibers.
Thus, even among studies with a similar year of
reference and not including user devices a varia-
tion between one and two orders of magnitude
remains. Specifically, the top-down model [2] and
the bottom-up model [3], both with data for 2008
and both not including end-user devices or net-
work CPE, arrive at estimates of 7 kWh/Gbyte
and 0.006 kWh/Gbyte. Hence, the explanation
for this discrepancy given by Coroama and Hilty
is only partial, and further analysis is necessary to
provide network energy intensity values for life
cycle assessment practitioners. 

In order to understand why bottom-up mod-
els arrive at significantly lower estimates than
top-down variants, and to reduce the overall
uncertainty, we review system boundaries of past
models, and reconstruct the models within sys-
tem boundaries around the edge and core net-
work. We find that even with normalized system
boundaries, the bottom-up models arrive at vary-
ing results due to different assumptions on bot-
tom-up model parameters regarding the number
and energy intensity of routers and fiber optical
equipment. Without further qualification, it must
be assumed that these models represent the real
variability of existing network deployments.
Based on this assumption, we then construct a
bottom-up meta-model and parameterize it with
distributions to represent the varying assump-
tions in existing models. By means of a Monte
Carlo simulation we then generate a distribution
of the overall energy intensity from which we
suggest a new authoritative value for use by sus-
tainability practitioners in assessments.

This article thus makes the following contri-
butions:
• Provide a comparison of energy intensity

estimates of top-down and bottom-up mod-
els within appropriate system boundaries
for edge and core networks.

• Review the most robust bottom-up models
of energy intensity and a normalization
within common boundaries.

• We present a distribution of the energy
intensity with a single average value togeth-
er with a confidence interval based on a
principled approach.

TOP-DOWN MODELS
The most influential top-down model comes
from the industrial ecology community estimat-
ing the energy intensity of the U.S. Internet for
2006 (Taylor and Koomey [1]). In this study, the
annual direct energy demand of the Internet is
estimated as 19.3 TWh based on sales data of
device types for 2000 in [6] and then extrapolat-
ed to a value of 42.3 TWh for 2006. A power
usage effectiveness (PUE) value of 2 is applied
additionally. The total energy consumption is
then divided by an upper and lower bound esti-
mate of annual network traffic of 5.4 to 9.6
Exabytes to give a resulting energy intensity of
9–16 kWh/Gbyte. The authors state that some
assumptions were conservative, and thus the
results constitute an overestimate. A later study
[2] then applied an annual rate of reduction of
30 percent to the average between high and low
estimates of energy intensity estimates of 2006 to
account for increasing efficiency of devices and
arrived at a value of 7 kWh/Gbyte for 2008.
Extrapolated to 2014, this would result in a
mean energy intensity of 0.84 kWh/Gbyte, a
value that is considerably higher than most of
the bottom-up estimates listed in the review [5].

To allow more accurate comparison of this
model with bottom-up models of the core net-
work, we rework this study to model the core
network alone. We use the same data set [6] and
methodology but change the system boundaries.
Referring back to the end-to-end model of the
network in Fig. 1, it is necessary to include fiber
optic equipment, and edge and core routers and
switches, but to exclude servers and data storage

Table 1. Inventory of annual energy consump-
tion of system components in the top-down
model [1] in the original system boundaries
and our reworking.

2006 electricity (TWh/year)

Equipment type Original
inventory [1]

Reworked
inventory

Servers 24.5

Data storage 4.4

WAN switches 0.3 0.3

Routers 2.4 2.4

LAN switches 7.2

Hub 3.5

Transmission
networks 1.2

Sum 42.3 3.9

Both modeling
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sources of uncertain-
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depends on the

assumed total energy

consumption and

data volume. Accura-

cy of bottom-up

models depends on

how closely the

assumed network

architecture mirrors

real network 

deployments.

SCHIEN_LAYOUT.qxp_Layout  10/29/14  3:43 PM  Page 132



IEEE Communications Magazine • November 2014 133

as well as campus network equipment such as
office floor hubs and small switches. While this is
mostly straightforward, the router category
includes both high-end core routers and small-
office-level models. Given that the router catego-
ry is the largest position in the inventory, this
results in a significant overestimate. Although the
two remaining top-down models in [5] are not
based on Roth’s inventory, these cannot be used

to triangulate the portion of core routers from all
routers as one is equally focused on campus net-
works, and the other only provides an aggregate
result for network device energy consumption.

In Table 1 we list the inventory categories
from [6] as used in [1] and in our reworking to
focus on the core network alone. The resulting
estimate of total annual energy consumption in
the updated inventory is 3.9 TWh/year compared

Table 2. Model parameters including parameter name, the type of distribution applied in the Monte Carlo simulation, and the dis-
tribution parameters. Parameters are grouped by applied distribution type: uniform, triangular, choice. For a uniform distribu-
tion, min and max denote the boundary values. A choice denotes discrete values. A point estimate refers to a single value. Device
energy intensity values are listed with their extrapolated value for 2014 based on a 12.5 percent annual improvement rate with
the original value in brackets. References to the original sources are listed at the bottom of the table and are referred to by
superscript indices.

Model variable Mean (2014) Unit

Single data points

Overcapacity edge layer: 10,2 PUE: 2,1,2,3,4 Redundancy: 21,2,3,4

Triangular distributions Min Mode Max Mean Unit

Energy intensity optic amplifiers 0.03 (0.065)2 0.21 (0.27)3
Proprietary
(Proprietary)4

Proprietary J/Gb

Energy intensity optical switch 0.04 (0.05)3 0.35 (0.46)2 1.42 (1.85)2 0.60 J/Gb

Number core hops 32 64 101 6.33 —

Number metro hops 31 42 124 6.33 —

Total distance 75001 75002 82174 7739 km

Uniform distributions Lower Upper Mean Unit

Energy intensity regenerator 7.66 (10)3
Proprietary
(Proprietary)4

Proprietary J/Gb

Distance sea cable 6000 120004 9000 km

Energy intensity edge switch 2 (4.46)1 3.59 (8)2 2.80 J/Gb

Energy intensity OTN switch 1.57 (3.5)2 2.6 (3.4)3 2.09 J/Gb

Energy intensity per km undersea cable 0.0218 0.0669 300 J/Gb/km

Energy intensity transponder 2.11 (4.7)2 3.83 (5)3 2.97 J/Gb

Overcapacity core layer 21,2 44 3 —

Overcapacity metro layer 52 106 7.50 —

Span optical amplifier 802 1001 90 km

Undersea traffic share 0.110 0.510 0.3 —

1 [3], 2 [7], 3 [11], 4 [10], 5 Exclude regenerators from model, 
6 Half of the utilization in the SWITCH research network reported in [10], 
7 Based on the total power consumption and number of optical amplifiers and regenerators for the Internet2 core network from con-
versation with the authors of [10]. 
8 Based on formula 15 in [3]. 
9 Based on the average energy intensity per km in [10].
10 Portion of undersea traffic varies with location of the user and service.

SCHIEN_LAYOUT.qxp_Layout  10/29/14  3:44 PM  Page 133



IEEE Communications Magazine • November 2014134

to 42.3 TWh/year in the original estimate. If the
assumed 30 percent annual improvement rate by
Weber and colleagues in [2] is applied to this
estimate, the resulting energy intensity would be
0.55 kWh/Gbyte for 2009 (down from 7
kWh/Gbyte) and 0.07 kWh/Gbyte for 2014 (down
from 0.84 kWh/Gbyte). However, this annual
improvement rate was calculated relative to the
observed growth of energy consumption by data
center network equipment from 2000 to 2006,
and might be too high for carrier network equip-
ment. Kilper et al. [7] refer to Tamm et al. [8] for
an estimation of annual improvements of tele-
com equipment of 10 percent. Although Tamm
et al. do not provide the value of 10 percent
explicitly, a reconstruction of their Fig. 7 results
in a value of 12.5 percent. At this lower annual
improvement, the resulting average energy inten-
sity for the top-down model would be 0.39
kWh/Gbyte for 2014.

More recently, another top-down model for
the Swedish core network by Teliasonera esti-
mated its energy efficiency as 0.08 kWh/Gbyte
for 2010 [9] which is lower but not entirely dis-
similar to our reworked values. This study is sup-
ported by confidential data from Teliasonera
and thus important for corroboration, but does
not provide enough detail in order to compare
and explain differences to other studies.

BOTTOM-UP MODELS
Bottom-up models of end-to-end network energy
intensity combine a network architecture for the
access, metro, and core network layers, with a
specific parameterization of device energy inten-
sity values.

Any variation in the overall energy intensity
results from different assumptions on the route
length of metro and core networks as well as the
energy intensity of router and fiber optic equip-

Table 3. Energy intensity of metro and core routers as provided in previous studies and extrapolated to
2014 based on an improvement rate of 12.5 percent per year.

Router model Source Energy intensity
(J/Gb)

Year of
reference

Energy intensity
2014 (J/Gb)

Metro routers

Cisco 12816 [3] 25.75 2008 11.56

Cisco 7603 [10] 25.00 2009 12.82

Cisco 7606 [10] 16.04 2009 8.23

Cisco 7613 [3] 38.33 2008 17.20

Cisco 10008 [3] 137.50 2008 61.71

Hitachi GS4000 320E [10] 12.50 2009 6.41

Hitachi GS4000 160E [10] 10.00 2009 5.13

Cisco 6513 [3] 8.36 2008 3.75

Cisco 6513 [10] 40.00 2009 20.52

Cisco 6509 [10] 40.00 2009 20.52

Juniper MX960 [10] 16.20 2009 8.31

Mean Energy Intensity [J/Gb] 33.61 16.01

Core routers

Juniper T1600 [10] 34.48 2009 17.69

Juniper T640 [10] 17.47 2009 8.96

Juniper T320 [10] 16.20 2009 8.31

Cisco CRS – 1 [3] 17.03 2008 7.64

Cisco CRS – 3 [11] 10.00 2012 7.66

Generic [7] 12.60 2008 5.65

Mean energy intensity (J/Gb) 17.96 9.32

Any variation in the

overall energy inten-

sity results from dif-

ferent assumptions

on the route length

of metro and core

networks as well as

the energy intensity

of router and fiber
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which varies

between specific

device types and

models and with

device age.
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ment, which varies between specific device types
and models, and with device age. Additionally,
overheads for building infrastructure, expressed
as PUE, redundancy, and overcapacity, increase
the overall network energy intensity.

One of the first end-to-end models, by Baliga
and colleagues [3], estimated power draw per
user of the optical Internet as a function of
bandwidth in the access network for several
access network technologies and has been refer-
enced in assessments of digital services several
times. Given that user bandwidth was estimated
from statistical average values, the overall esti-
mate can be converted equivalently to energy
consumption per bit. More recent formulations
of the model by the same authors have main-
tained parameterization and architecture largely
unaltered. 

They describe a reference end-to-end archi-
tecture for the network including CPE, access,
edge, metro, and long-haul networks, undersea
cables, as well as an additional IPTV network. 

Baliga and colleagues only published the
energy efficiency result including the access net-
work, which depends on the access rate. Our
reproduction of their model resulted in a value
for the energy consumption of the core Internet
— not including the access network but includ-
ing undersea traffic — of 2.66 J/Mb, which
equals 0.0059kWh/Gbyte. As the authors
acknowledge in their text, the model provides an
underestimate of the energy efficiency of the
Internet.

Another notable end-to-end bottom-up model
by Kilper et al. [7] evaluates how the power con-
sumption of optical networks is likely to change
through 2020 and take a mix of different types of
services into account. They provide a layered
network path model to estimate energy con-
sumption for services using a specific network
topology (e.g., peer-to-peer vs. video) by sum-
ming up the energy consumption of each layer
traversed. However, unlike Baliga, they do not
include undersea cables and associated terminals
in their model.

In total, our reproduction of their model yields
an energy consumption of 3.28 J/Mb (0.0073
kWh/Gbyte) for a path that includes one leg of
edge, metro, and long haul networks, which
despite the absence of a leg of undersea cable is
higher but of comparable magnitude to Baliga’s
values. The year of reference for equipment effi-
ciency values in both studies is 2008 [5, 7]. 

The distribution of energy intensity over the
subsystems is substantially different in the two
models. Although Kilper et al. agree with Baliga
et al. that the core layer is more impactful than
the edge, their model indicates that the fiber
optic devices contribute to a much greater
degree. 

Although we consider these studies to be
most robust end-to-end models of energy inten-
sity, there are many other excellent models of
energy consumption in networks. However, these
usually model energy consumption on a network
scale (as opposed to end-to-end) or evaluate rel-
ative changes without providing absolute values,
and thus are not applicable to our needs. Refer-
ence [12] provides the most detailed model of
the optical layer, thus providing a valuable

source of individual parameters and corroborate-
ing assumptions in the meta model we present
below.

Finally, a study from the industrial ecology
community by Coroama et al. [10] provides an
estimate of the energy intensity of transporting
the video signal of a virtual conference on a net-
work path between Switzerland and Japan of 0.2
kWh/Gbyte, which is higher than our reworked
top-down estimate. This study is unique in that
network operators provided specific values for
power consumption, and utilization and capacity
of routers and fiber optic transmission equip-
ment, which is relevant to validate other bottom-
up models from the network research
community. As the authors acknowledge, the
study investigates a worst case scenario given the
unusually long distance of the video channel
spanning three continents from Europe across
the United States to Japan, around 27,000 km of
distance. 

META-MODEL
In the highest estimates of energy intensity for
edge and core networks by the bottom-up mod-
els in the previous section 0.2 kWh/Gbyte is 33
times higher than the lowest of 0.0059
kWh/Gbyte. Although the route between Davos
and Nagoya analyzed by Coroama and Hilty is
untypically long, this difference alone cannot
explain the variance. Given that there is no clear
underlying reason in the models to favor one
over the other, the difference partly represents
the actual variability found in real network
deployments, and the actual average energy
intensity of edge and core networks is to be
found along the spectrum defined by the vari-
ability of underlying parameters. We now com-
bine different data and structural assumptions

Figure 2. Composition of energy intensity by edge and metro routers, core
routers, and fiber optic transport in Baliga et al. [3] and Kilper et al. [7].
The fiber optic transport includes overland and subsea cables in [3].
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within the models discussed so far to allow us to
calculate an average value for the energy intensi-
ty of the core Internet. From the studies dis-
cussed above, we adopt the most detailed and
robust model for each layer under consideration.
Similar to [7], we model each layer as composed
of a number of nodes (IP + fiber optic devices),
and the energy intensity per layer is the sum of
the energy intensity of all nodes in a layer multi-
plied by factors for overcapacity, PUE, and
redundancy. These intensity values are then
added over all devices that constitute a layer.
The overall energy intensity is the sum of the
edge, metro, and core layers. We follow [11] in
explicitly modeling the components of the opti-
cal layer (optical transport network switches,
transponders, line amplifiers, regenerators), and
we follow [3] in the modeling of the undersea
transport. We apply an energy efficiency
improvement rate of 12.5 percent per annum
(taken from [8]) on deployed network devices to
normalize all data to a reference year of 2014.
The model is available in code and with typeset
documentation online.1

Given the combined structure and parameter-
ization of the model, we then perform a Monte
Carlo simulation to give us a distribution of the
overall energy estimate including a mean value
to represent the average case of core networks
in general.

The parameterization of the model is provid-
ed in Table 2. The distributions for routers are
calculated by resampling from a Gaussian kernel
density estimated distribution, using the data in
Table 3. For PUE and redundancy, we apply the
same single value of 2 that was assumed by all
studies. 

The distribution of hops in metro and core
networks is based on the assumptions in [3, 7,
10]. In [10] 6 hops are located in the core net-
work, and 12 hops are in the Swiss and Japanese
research networks SWITCH and NICT with 7
and 5 hops, respectively, which we use as the
high estimate for the metro network. 

Results from the bottom-up model are strong-
ly influenced by assumptions of the network uti-
lization or overcapacity. This refers to the
difference between maximum capacity, which
serves as the basis for the calculation of the
devices’ energy intensity, and the actual use of
capacity. Reference [3] assumes no overcapacity
for edge and metro, which is an idealization we
ignore. In [10] utilization on routers and links in
the core network combined is 26.3 percent,
excluding the undersea cables and terminals,
resulting in an overhead coefficient of 4. Refer-
ence [10] also provides utilization values for the
SWITCH research network of 5 percent, which
we exclude because it is likely to be lower than
commercial networks. 

RESULTS
The resulting distribution from the Monte Carlo
simulation is displayed as a box and whisker plot
in Fig. 3 showing the total energy intensity as
well as the contribution of the edge, metro, and
core layers, and undersea segments.

The mean energy intensity for 2014 is 0.02
kWh/Gbyte with 25th and 75th percentiles of
0.0144 and 0.023, respectively, and a median of
0.18 kWh/Gbyte.

In Fig. 4 we compare the energy intensity val-
ues of the studies discussed so far with that of
the reworked top-down model (0.39 kWh/Gbyte)
and the bottom-up meta-model (0.02 kWh/
Gbyte). Although the discrepancy is substantially
reduced from the original estimates, they cannot
be compared like for like due to the inclusion of
campus-level routers in the top-down estimate,
which highlights an important area for further
research. Other reasons that will contribute to
the discrepancy will be:
• The age of the underlying data behind the

top-down estimate means that the margin
of error of the projection forwards is high.

• Bottom-up models tend to be leaner, and
will miss some deliberate redundancy or
spare equipment. 

The top-down model by Malmodin et al. [9]
with 0.08 kWh/Gbyte arrives at a value that is
only four times higher than the meta-model
result and thus provides partial corroboration.
Unfortunately, it does not provide a detailed
account of the model inventory to investigate
what specific assumptions differed or were
identical.

DISCUSSION AND CONCLUSION
The estimate of resulting energy intensity pre-
sented in the previous section is based on nor-
malizing boundaries and statistically combining
assumptions from previous studies, which in turn
were based on measurements and experience.

The overall estimate can be used in sustain-
ability assessments to estimate the network ener-

Figure 3. Box and whisker plot of energy intensity from the Monte Carlo
simulation of the meta-model showing the total energy intensity for the
edge and core networks, and the energy intensity for individual layers. The
red line indicates the median values, the vertical edges of the boxes mark
the first (lower edge) and third (upper edge) quartiles. The blue dots indi-
cate the mean. The horizontal black lines indicate 1.5× the inter quartile
range (IQR), the distance between the first and third quartiles. Outliers
outside of the IQR are marked as crosses.
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gy consumption that can be attributed to specific
digital services. For example, a content service
provider such as the BBC could apply this ener-
gy intensity to estimate the network energy con-
sumption to be attributed to the downloading
one hour of HD video on the BBC iPlayer ser-
vice. The associated file is approximately 1
Gbyte in size, and so would be attributed 20Wh
of the energy consumed by the core and edge
networks. More detailed analyses of this kind
can be used to explore the impact on energy
consumption of alternative deployment architec-
tures for digital services [12]. 

A complete model of energy consumption
involved in the delivery of digital services must
also model access networks — the use of home,
campus, and mobile networks to access a service.
The energy consumption of these is significant.
As we argue in [12], usage characteristics of such
equipment means that energy intensity is not an
appropriate metric, and other allocation
approaches are needed. This is discussed further
in [13], and models are proposed.

More broadly, energy intensity of the network
constitutes an example of an assessment of envi-
ronmental impact of an industrial system. For
these to be reliable, more input from the engi-
neering community is required. Models by the
industrial ecology community tend to provide
overestimates, in order to err on the safe side,
while engineering models tend to provide under-
estimates, for example, by abstracting from lega-
cy systems where not needed.

Further research is necessary to provide a
transparent inventory for top-down models that
specifically identifies service provider network
routers from campus network routers.

Both the community of network researchers
and that of industrial ecology can contribute in
order that the energy intensity values, which are
continuously used by practitioners, are reliable
and accurate.
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Figure 4. Energy intensity estimates from top-down and bottom-up models
with similar system boundaries on a log scale.

2007

0.01

En
er

gy
 in

te
ns

it
y 

(k
W

h/
G

B)

0.001

0.1

1

2008 2009 2010 2011 2012 2013 2014

Coroama et al.

Malmodin et al.

2015

Top-down
Bottom-up

Top-down
reworked

Baliga et al.
Kilper et al.

Bottom-up
meta model

SCHIEN_LAYOUT.qxp_Layout  10/29/14  3:44 PM  Page 137

mailto:daniel.schien@bristol.ac.uk
mailto:Chris.Preist@bristol.ac.uk


IEEE Communications Magazine • November 2014138 0163-6804/14/$25.00 © 2014 IEEE

The authors are with the
University of Michigan.

INTRODUCTION

The problem of establishing resilience of net-
work connectivity to node removals has received
much recent attention [1–5]. Resilience is closely
related to reliability of networks when a subset
of nodes are inactivated. It arises in applications
including service disruption in communication
systems caused by router failures, and blackout
in power systems caused by power station shut-
downs, among others. In these applications net-
work functionality can be disrupted by targeted
attacks, for example, denial of service (DoS) or
jamming attacks, or by natural occurrences, such
as weather-related link failures and power out-
ages. In this article we introduce a new method
for assessing the resilience of networks to node
removals and preventive approaches to desensi-
tize numerous connectivity attacks.

A resilient network has global connectivity
and largest component size that are only mini-
mally disrupted by limited attacks on nodes or
edges. For example, a fully connected network
allows communication between all pairs of
nodes, and its largest component is the entire set
of nodes in the network. One measure of net-
work connectivity is given by the standard graph-
theoretic k-connectivity definition: a graph is

k-connected if any set of k – 1 node removals
does not disconnect the graph. However, this
definition does not account for the number of
communication paths between nodes that are dis-
rupted, which is more relevant to the functioning
of the network. A more relevant measure of con-
nectivity is proposed here: the minimum number
of node removals necessary to reduce the size of
the largest component by a fixed proportion (e.g.,
10 or 50 percent) of its original size.

To illustrate, consider a large network where
one of its nodes is connected to the rest of the
network by a single edge (i.e., node degree one).
Removing this edge (or the adjacent node) will
reduce both the number of communication paths
and the largest component size by one. Howev-
er, if the network is composed of two cliques of
equal size connected by a single edge, removal
of this edge will reduce the number of paths and
the largest component size by a factor of two.

A node centrality measure is a quantity that
measures the level of importance of a node in a
network. The utility of centrality measures is
that they can break the combinatorial bottleneck
of searching through all the possible permuta-
tions and combinations of nodes that might
reduce the largest component size. An attack
that removes nodes according to a measure of
centrality, such as the one introduced in the next
section, is referred to as a centrality attack. For
example, the authors of [1–4] study the effective-
ness of degree centrality attacks (i.e., removing
the largest hub nodes) as a way to reduce the
size of the largest component of the network.
However, it has been shown in [5] that node
degree is not the most effective centrality mea-
sure for minimizing largest component size. For
different network topologies, investigating
resilience of network connectivity to centrality
attacks provides a unified metric for evaluating
network vulnerabilities.

Quantitative network resilience measures can
also be used to assess the effectiveness of pre-
ventive approaches for hardening a network
against attacks. Two preventive approaches are
discussed in this article. The first method is the
edge addition method [6], where edges are added
to the network to enhance network resilience.
The second method is the proposed edge rewiring
method, where new edges are introduced by
swapping a subset of existing edges.

ABSTRACT

This article introduces new methods for eval-
uating and improving resilience of network con-
nectivity to attacks on nodes of the network.
Network connectivity is evaluated using a cen-
trality measure that quantifies sensitivity of the
size of the largest connected component to node
removals. Based on this centrality measure, a
new method for improving resilience is intro-
duced, called edge rewiring. The topology of the
power grid of western U.S. states is used to illus-
trate the proposed method. Using the proposed
centrality measure, we show that the power grid
topology is especially vulnerable to nodal attacks.
In particular, using the proposed centrality mea-
sure, an attacker could reduce the largest com-
ponent size by nearly a factor of two by only
targeting 0.2 percent of the nodes. More impor-
tantly, we show that network resilience can be
greatly improved via a few edge rewires without
introducing additional edges in the network.
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One possible advantage of edge rewiring over
edge addition is that edge rewiring requires no
additional edges to enhance network resilience.
The edge rewiring method might be preferable
to the edge addition method in the following
aspects:
• Lower operational and maintenance costs:

For power grids, power dissipation and
facility maintenance costs are proportional
to the total number of edges in the net-
work.

• Easier link monitoring for network security: In
large-scale systems such as the Internet and
cellular infrastructures, introducing addi-
tional edges inevitably raises the security
risks to information exposure, and also
incurs extra burden for system administra-
tion and monitoring.

• Reduced provisioning budget: In networking
applications with stringent energy/band-
width constraints, such as sensor networks
and peer-to-peer (P2P) networks, introduc-
ing additional edges consumes more net-
working resources.
To illustrate resilience of network connectivi-

ty to different centrality attacks, and effective-
ness of preventive approaches, we consider the
power grid network for western U.S. states [8].
We show that different centrality measures differ
significantly in their ability to assess resilience of
this real-world network. If the proposed centrali-
ty measure is used by an attacker, the largest
component size can be reduced to nearly half of
its original size by removing only 0.2 percent of
nodes in the network. Attacks using other types
of centrality measures are less effective in reduc-
ing largest component size. In particular, even if
as many as 1 percent of the nodes are removed,
less than 6 percent reduction in largest compo-
nent size is achieved by other types of centrality
attacks. In addition, we show that the proposed
edge rewiring method can greatly improve net-
work resilience via only a few edge rewires while
achieving the same performance as the edge
addition method. A second illustrative example
for a European Internet backbone network is
discussed in the supplementary file.1

The rest of the article is organized as follows.
The next section reviews several centrality mea-
sures summarized in Table 1. The section follow-
ing that investigates the resilience of network
connectivity to different centrality attacks on the
power grid topology. The article then provides a
discussion of the edge addition method and the
proposed edge rewiring method as preventive
approaches to centrality attacks. Next, we imple-
ment the two preventive approaches and evaluate
their performance on the power grid topology.
Finally, the last section concludes the article. We
adopt the following notation conventions. Upper-
case letters in boldface represent matrices, lower-
case letters in boldface represent vectors, and
uppercase letters in calligraphic face represent
sets. (·)T denote matrix and vector transpose.

CENTRALITY MEASURES
A network is a connected graph G = (V, E),
where V is the set of nodes and E is the set of
edges. The connectivity structure of G can be

represented by the |V| × |V| adjacency
matrix A, where |V| is the number of nodes
in G and Aij = 1 if nodes i and j are connect-
ed by an edge;  otherwise,  A i j = 0.  Let  N i
denote the set of nodes connecting to node i
(i.e., the set of neighbors of node i), and let
|Ni| denote the set size. The degree of node i
is the number of edges connected to it, that
is, di = Sj=1

|V| Aij = |Ni|. The degree matrix D
is defined as D = diag(d1, d2, … , d|V|), where
D is a diagonal matrix with degree informa-
tion on its main diagonal with the rest of the
entries  being 0.  The graph and Laplacian
matrix L is defined as L = D – A, and there-
fore it encodes degree information and con-
nectivity structure of a graph. L is a positive
semidefinite matrix, all its eigenvalues are
nonnegative,  and trace(L)  = 2|E|,  where
trace(L) is the sum of eigenvalues of L and
|E| is the number of edges in G. Moreover,
the smallest eigenvalue of L is always 0, and
the eigenvector of the smallest eigenvalue is a
constant vector. The second smallest eigenval-
ue of L, denoted by m(L), is also known as the
algebraic connectivity [9]. It has been proven
in [9] that m(L) is a lower bound on node and
edge connectivity for any non-complete graph.
That is, algebraic connectivity £ node connec-
tivity £ edge connectivity.

The centrality of a node is a measure of the
node’s importance to the network. Centrality
measures can be classified into two categories,
global and local measures. Global centrality mea-
sures require complete topological information
for their computation, whereas local centrality
measures only require partial topological infor-
mation from neighboring nodes. For instance,
acquiring shortest path information between
every node pair is a global method required for
the betweenness centrality measure, and acquir-
ing degree information of every node is a local
method. Some commonly used centrality mea-
sures are:

Betweenness [10]: Betweenness is the fraction
of shortest paths passing through a node relative

Table 1. Summary of centrality measures and their properties.

Global 
measure

Local 
measure Mathematical expression

Betweenness ¸ betweenness(i) = SkπiSjπi,j>k(skj(i))/(skj)

Closeness ¸ closeness(i) = 1/SjŒV,jπir(i, j)

Eigenvector
centrality
(eigen 
centrality)

¸ eigen(i) = lmax
–1 SjŒVAijxj

Degree ¸ di = Sj=1
|V| Aij

Ego 
centrality ¸ ego(i) = SkSj>k1/[A2(i) ° (I – A(i))]kj

Local Fiedler
vector 
centrality
(LFVC)

¸2 LFVC(i) = SjŒNi(yi – yj)2

1 See supplementary file
available at
http://sites.google.com/si
te/pinyuchenpage/publi-
cations.

2 Although LFVC is a
global centrality mea-
sure, it is locally com-
putable via distributed
power iteration method
[7].
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to the total number of shortest paths in the net-
work. Specifically, it is a global measure defined
as 

where skj is the total number of shortest paths
from k to j, and skj(i) is the number of such
shortest paths passing through i.

Closeness [11]: Closeness is a global measure
of shortest path distance of a node to all other
nodes. A node is said to have higher closeness if
the sum of its shortest path distance to all other
nodes is smaller. Let r(i,j) denote the shortest
path distance between nodes i and j in a con-
nected graph. closeness(i)=1/SjŒV,jπ i r(i,j).

Eigenvector centrality (eigen centrality):
Eigenvector centrality depends on the ith entry
of the eigenvector associated with the largest
eigenvalue of the adjacency matrix A . It is
defined as eigen(i) = lmax

–1   SjŒVAijxj, where lmax
is the largest eigenvalue of A and x is the eigen-
vector associated with lmax. It is a global mea-
sure since the eigenvalue decomposition of A
requires complete topological information of the
entire network.

Degree (di): Degree is the simplest local cen-
trality measure and is simply the number of
neighboring nodes.

Ego centrality [12]: Consider the (di + 1)-by-
(di + 1) local adjacency matrix of node i, denot-
ed by A(i), and let I be an identity matrix. Ego
centrality can be viewed as a local version of
betweenness that computes the shortest paths
between its neighboring nodes. Since [A2(i)]kj is
the number of two-hop walks between k and j,
and [A2(i) ° (I – A(i))]kj is the total number of

two-hop shortest paths between k and j for all k
π  j, where ° denotes the entrywise matrix prod-
uct, ego centrality is defined as ego(i) = SkSj>k
1/[A2(i) ° (I – A(i))]kj.

Local Fiedler vector centrality (LFVC) [13]:
LFVC is a measure that characterizes vulnerabil-
ity to node removals. A node with higher LFVC
is more important for network connectivity
structure. Let y (the Fiedler vector) denote the
eigenvector associated with the second smallest
eigenvalue m(L) of the graph Laplacian matrix L.
LFVC is defined as LFVC(i) = S jŒNi

(yi – yj)2.
Although LFVC is a global centrality measure, it
can be accurately approximated by local compu-
tations and message passing using the distributed
power iteration method of [7] to compute the
Fiedler vector y.

The aforementioned centrality measures and
their properties are summarized in Table 1.

RESILIENCE OF WESTERN U.S.
STATES POWER GRID TOPOLOGY TO

CENTRALITY ATTACKS

A nodal centrality attack on a network inca-
pacitates the nodes that have the highest cen-
trality measures. The resilience of a network
to centrality attacks is defined as the decrease
in the size of the largest  component that
results from the attack. Throughout this article
we adopt a greedy node removal strategy that
sequentially removes the node with the highest
centrality measure from the remaining largest
component. The centrality measure is recalcu-
lated after node removals. It has been shown
in [14] that greedy node removal strategies can
be effective reducers of the largest component
size compared to batch node removal strate-
gies based on the same centrality measure. For
general centrality measures there is no perfor-
mance guarantee relating the greedy node
removal strategy and the optimal batch
removal strategy. However, using submodulari-
ty of the LFVC measure, it is proven in [13]
that greedy node removal based on LFVC
comes within at least 1 – 1/e of the perfor-
mance of an optimal batch node removal strat-
egy, where e is the Euler constant. Therefore,
one might expect that greedy LFVC attacks
are almost as effective as batch LFVC attacks
in terms of severe impact on network connec-
tivity.

We use the topology of the power grid of
western U.S. states [8] to illustrate network vul-
nerability to different types of centrality attacks.
The results are shown in Fig. 1. This network
contains 4941 nodes and 6594 edges, where
nodes represent power stations and edges rep-
resent power lines. More network topology
information can be found in the supplementary
file. One can see from Fig. 1 that an LFVC
attack is capable of reducing the largest compo-
nent size to roughly 54 percent of its original
size by removing only 8 nodes from the net-
work. On the other hand, betweenness and
closeness attacks require å8 and 31 node
removals, respectively, to achieve the same
reduction. Equivalently, the LFVC attack

∑∑=
σ
σ≠ >≠i

i
betweenness( )

( )
,

kj

kj
j i j kk i ,

Figure 1. Resilience of network connectivity to different centrality attacks
on the power grid topology of western U.S. states [8]. This network con-
tains 4941 nodes and 6594 edges, where nodes represent power stations
and edges represent power lines. By removing roughly 0.2 percent of the
nodes in the network based on an LFVC attack, the largest component
size is reduced to nearly half of its original size.
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requires removal of only 0.2 percent of the
nodes in order to severely disrupt communica-
tions between nearly half of the nodes in the
network. Furthermore, degree, eigen centrality,
and ego centrality attacks fail to disrupt the
network as significantly (less than 6 percent
reduction in the largest component) even when
1 percent of the nodes are attacked. By inspect-
ing the adjacency matrix A in [8], it is observed
that the adjacency matrix has apparent block-
wise structure where blocks are densely con-
nected subgrids interconnected by relatively few
inter-subgrid edges (see supplementary file).
Since the high-degree nodes are not connected
to those interconnected edges, and each sub-
grid is densely connected, greedy degree attacks
do not result in severe connectivity loss. We
conclude that LFVC attacks do significantly
more damage than other types of centrality
attacks. Therefore, LFVC is a more reliable
measure of resilience of the network.

PREVENTIVE APPROACHES TO
CENTRALITY ATTACKS

Here we discuss two preventive approaches to
protect against centrality attacks: the edge addi-
tion method and the edge rewiring method.

THE EDGE ADDITION METHOD
Edge addition is perhaps the most intuitive

method for enhancing resilience of network con-
nectivity since it adds edges that are not already
present in G. Let L̂ be the resulting graph Lapla-
cian matrix after adding an edge (i, j) œ E to G,
and let 1 be a vector of all ones. Recalling the
definition of the graph Laplacian matrix L, L̂ –
L = (ei – ej)(ei – ej)T, where ei is an all-zero vec-
tor except that its ith entry is equal to 1. The
term (ei – ej)(ei – ej)T corresponds to the graph
Laplacian matrix of the removed edge (i, j)
alone. Since the algebraic connectivity m(L) is
the second smallest eigenvalue of L, and the
smallest eigenvalue of L is 0 with associated
eigenvector 1, we have the representation m(L)
= min|x|2=1,xT1=0 xTLx [9]. It is proved in [6] that 

m( L̂) ≥  m(L) + c1 · (yi – yj)2, (1)

where y is the eigenvector of m(L) and c1 > 0 is
a positive constant.

Since algebraic connectivity is a lower bound
on node connectivity and edge connectivity, it is

proposed in [6] that one should iteratively add
an edge that maximizes the quantity (yi – yj)2 to
the graph. For each iteration, the edge that max-
imizes (yi – yj)2 maximizes the lower bound on
the resulting algebraic connectivity, and there-
fore enhances network resilience to centrality
attacks. The edge addition method will serve as
the baseline for comparison to the proposed
edge rewiring method.

Algorithm 1. Edge rewiring method.

Input: number of rewires r, graph G =(V, E)
Output: rewired graph ~G = (V, E~)
for i = 1 to r do

Compute the second smallest eigenvector y of L
Compute the largest eigenvector z of L
Find (i*, j*) = arg max(i,j)œE(yi – yj)2

Find (k*, l*) = arg max(k,l)ŒE(zk – zl)2

Edge addition stage: E~ ¨ E » (i*, j*)
Edge deletion stage: E~ ¨ E~/(k*, l*)
G ¨ ~G

end for

Figure 2. Network connectivity of the edge addition method when restricted
to 10 greedy node removals on the power grid topology of western U.S.
states [8]. The network connectivity can be enhanced from 54 to 80 per-
cent under LFVC attacks by adding one edge.
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Figure 3. Network connectivity of the edge rewiring method when restricted
to 10 greedy node removals on the power grid topology of western U.S.
states [8]. The proposed edge rewiring method can perform as well as the
edge addition method without introducing additional edges in the net-
work.

Rewires

10 greedy node removals

20
0.5

N
or

m
al

iz
ed

 la
rg

es
t 

co
m

po
ne

nt
 s

iz
e

0.95

1

0.9

0.85

0.8

0.75

0.7

0.65

0.6

0.55

4 6 8 10

Betweenness
Closeness
Eigen centrality
Degree
Ego centrality
LFVC

CHEN_LAYOUT.qxp_Layout  10/29/14  3:34 PM  Page 141



IEEE Communications Magazine • November 2014142

THE EDGE REWIRING METHOD

Edge rewiring aims to rewire the edges in the
graph in order to enhance the resilience of net-
work connectivity to attacks. In particular, the
edge rewiring method does not change the total
number of edges in the graph. The proposed
edge rewiring algorithm is summarized in Algo-
rithm 1.

For each rewire, the edge rewiring method
consists of two stages: an edge addition stage and
an edge deletion stage. In the edge addition
stage, similar to the edge addition method, an
edge (i, j) œ E that maximizes (yi – yj)2 is selected
to maximize the lower bound (Eq. 1) on the
resulting algebraic connectivity. Let f(L) denote
the largest eigenvalue of L, and let z denote the
associated eigenvector of f(L). In the edge dele-
tion stage, an edge (k, l) Œ E that maximizes (zk
– zl)2 is removed. The intuition is as follows. Let~L denote the graph Laplacian matrix after
removing an edge from G. Since trace(L) –
trace(~L) = 2 (i.e., 2 times the number of edge
removals), and by Cauchy’s eigenvalue interlac-
ing property [15], f(L) ≥  f(~L) and m(L) ≥  m(~L),
we have 

m(~L) ≥  m(L) + f(L) – f(~L) – 2. (2)

Consequently, for maximum effect, the edge
rewiring algorithm should remove the edge that
maximizes f(L) – f(~L) such that the lower bound
on the resulting algebraic connectivity (Eq. 2) is
maximized. By definition, f(L) = max||x||2=1 xT

Lx, and L – ~L = (ek – el)(ek – el)T when the
edge (k, l) Œ E is removed. Therefore, comput-
ing zT~Lz, we have f(L) – f(~L) £ (zk – zl)2. More-
over, by the eigenvector property that z is
orthogonal to 1 (i.e., zT1 = 0), it is easy to verify

that there is an edge (k, l) Œ E and a constant c2
> 0 such that f(L) – f(~L) ≥  c2 · (zk – zl)2.

Note that since the eigenvector y associated
with m(L) can be computed in a distributed man-
ner [7], the eigenvector z associated with f(L)
can also be obtained using distributed local com-
putations and message passing.

PERFORMANCE EVALUATION
In this section, we evaluate the effectiveness of
the edge addition and edge rewiring methods
in protecting the power grid topology [8] from
centrality attacks. When 10 nodes are removed
from the network by LFVC attacks,  Fig.  1
shows that the network connectivity is reduced
to 54 percent. In contrast, under other types of
centrality attacks there is almost no loss in
connectivity when 10 nodes are removed. Fig-
ure 2 illustrates the effect of edge addition as
a preventive approach against  central ity
attacks. It is observed that by adding one edge,
the network connectivity can be increased
from 54 to 80 percent under LFVC attack.
Figure 3 illustrates the proposed edge rewiring
method. Similar to the edge addition method,
one edge rewire is capable of enhancing the
network connectivity from 54 to 80 percent.
Thus, using the edge rewiring method with
only one edge rewire can protect the network
as well  as the edge addition method even
though the latter introduces additional edges
in the network.

When 20 nodes are removed from the net-
work, as shown in Fig. 4, 11 edge additions are
required to increase network connectivity from
29 to 82 percent. In comparison, as shown in
Fig. 5, the proposed edge rewiring method
requires only 12 edge rewires to achieve the
same performance, which means that we only
need to rewire fewer than 0.4 percent of the
edges to make it resilient to centrality attacks.
This performance advantage is explainable since,
for the same number of edge additions or
rewiring actions, edge rewiring changes twice as
many edges in the network as edge addition. A
second illustrative example for a European
Internet backbone network is discussed in the
supplementary file.

CONCLUSION AND FUTURE WORK
This article investigates network resilience to
centrality attacks, proposes a centrality measure
for assessing resilience, and studies two preven-
tive approaches for protecting networks against
such attacks. The results on the power grid of
western U.S. states show that the network is par-
ticularly vulnerable to LFVC attacks, and that
the edge rewiring method can significantly
improve network resilience with only a few edge
rewires. Useful areas for future work are:
• Extension to time-varying topologies
• Extension to topologies with weighted edges
• Application to social networks
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Figure 4. Network connectivity of the edge addition method when restricted
to 20 greedy node removals on the power grid topology of western U.S.
states [8]. Eleven additional edges are required to enhance the network
connectivity from 29 to 82 percent.
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Figure 5. Network connectivity of the edge rewiring method when restricted
to 20 greedy node removals on the power grid topology of western U.S.
states [8]. The proposed edge rewiring method requires only 12 edge
rewires to achieve the same performance as in Fig. 4, which means that we
only need to rewire fewer than 0.4 percent of edges to make it resilient to
centrality attacks.
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INTRODUCTION

Large communication networks, such as the
Internet, are very complex distributed systems,
composed of millions of architectural elements,
interacting according to complex and unpre-
dictable patterns. Despite the fact that the Inter-
net is man made and its internal element
architectures and protocols are well known and
standardized, its overall behavior is still largely
unclear. On this regard we quote Eric Schmidt,
Google-CEO: “The Internet is the first thing
that humanity has built that humanity doesn’t
understand, the largest experiment in anarchy
that we have ever had.”

For these reasons, analyzing, optimizing, and
predicting the performance of large scale com-
munication networks raises several challenges.
Traditional approaches, such as Markov chains,
control theory, queuing theory, Monte-Carlo
simulations, which have been largely employed
in network design and protocol analysis, permit
a very detailed microscopic description of the
dynamics of some network elements, but fail to
provide scalable tools for the comprehension of
emerging dominant macroscopic dynamics.

Recently, techniques borrowed from statisti-
cal physics have been successfully applied to rep-
resent emerging macroscopic phenomena in
computer networks: Mean field approaches have
been employed to analyze the dynamics of con-
gestion control algorithms (such as TCP) in high
capacity networks where thousands of users
share the limited bandwidths [1]. In the context
of wireless networks, percolation theory results
have been applied for capacity analysis of large-
scale networks [2]. A parallelism with interacting
Fermionic particle systems has been invoked to
explain phase transition phenomena observable
in large scale dense Wi-Fi networks [3]. A new
optimal-performing MAC protocol, inspired by
Glauber dynamics over graphs, has been pro-
posed as a viable alternative to the current Wi-Fi
scheme [4]. Message passage algorithms have
been employed to solve specific packet schedul-
ing problems in a scalable and distributed fash-
ion [5]. Other methods adopted from statistical
physics to address problems in communication
and networking have been reviewed in [6].

Despite the rich body of work on employing
statistical physical concepts in networks, a sys-
tematic statistical mechanics-inspired networking
theory is still missing. This survey is a first step,
based on the EU-FP7 project STAMINA, to fill
this gap in part, by providing a general introduc-
tion to statistical physics methods that can be
broadly employed for performance analysis of
communication networks as well as network
design and optimization. The main advantage
offered by statistical physics methods is in the
range of tools developed to address large scale
problems of a non-linear nature, through the
study of typical case behavior and relying on
approximation techniques that are well estab-
lished within the physics community. The disad-
vantage of these methods is that many of them
are non-rigorous and that some tend to fail in
small-scale systems.

The methods suggested throughout the arti-
cle all stem from the statistical physics of disor-
dered systems and have been adapted to the
various problems depending on the suitability of
a particular tool to the problem at hand. In par-
ticular, we present a description of a suitable sta-
tistical physics framework and, via indicative
application examples, the potential of three

ABSTRACT

Advances in statistical physics relating to our
understanding of large-scale complex systems
have recently been successfully applied in the
context of communication networks. Statistical
mechanics methods can be used to decompose
global system behavior into simple local interac-
tions. Thus, large-scale problems can be solved
or approximated in a distributed manner with
iterative lightweight local messaging. This survey
discusses how statistical physics methodology can
provide efficient solutions to hard network prob-
lems that are intractable by classical methods.
We highlight three typical examples in the realm
of networking and communications. In each case
we show how a fundamental idea of statistical
physics helps solve the problem in an efficient
manner. In particular, we discuss how to perform
multicast scheduling with message passing meth-
ods, how to improve coding using the crystalliza-
tion process, and how to compute optimal routing
by representing routes as interacting polymers.
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classes of techniques: multicast scheduling and
message passing; reliable transmission; and crys-
tallization, routing and interacting polymers.

STATISTICAL PHYSICS AND
COMMUNICATION PROBLEMS

So what can physics contribute to the quest for
improved and more principled solutions for
increasingly complex and difficult communica-
tion problems?

Among the main characteristics of statistical
physics methods is that they deal with large-scale
systems where interactions between system vari-
ables are non-linear and exhibit macroscopic
emergent behavior, which is a characteristic of
complex systems. Sophisticated techniques have
been developed in this area to specifically
address systems of this type and can be exploited
to gain insight and develop optimization algo-
rithms for real systems of similar characteristics.

The type of physical systems most suitable to
represent optimization and constrained prob-
lems are termed disordered systems, where the
disorder may refer to the underlying topology,
that is, the specific choice of edges in a graph, or
strength of interaction between system con-
stituents; these are assumed to be drawn from
some distribution. Statistical mechanics methods
for disordered systems in equilibrium revolve
mostly around the concept of free energy that
relates to the probability of the system to be in a
given state. Calculating the averaged free energy
over instances of the disorder which appears
implicitly in the form of interaction between the
various variables is difficult and is the focus of
the methods mentioned below.

Among the main methods adopted from the
physics of disordered systems for the study of
complex systems are the cavity and replica meth-
ods [7]. They facilitate the calculation of aver-
ages over all possible system instances in order
to find the macroscopic system behavior, for
instance over all networks of N vertices and
given degree connectivity. While these methods
focus on providing insight into the macroscopic
behavior of the systems investigated, they usually
also give rise to algorithms, such as belief propa-
gation, that allow for the inference of variable
values in specific instances.

MULTICAST SCHEDULING AND
MESSAGE PASSING

APPLICATION: SCHEDULING
To keep up with the growing demand for com-
munication resources in a cost-effective manner,
optimal resource management becomes impera-
tive, thus giving rise to hard optimization prob-
lems. One such example is scheduling, where a
global objective, such as total throughput or
energy-consumption, has to be optimized while
satisfying local constraints, such as conflicts
between simultaneous wireless transmissions or
simultaneous packet transmissions toward the
same port interface in routers.

In particular, scheduling multicast traffic in
Input Queue (IQ) switches requires solving a

hard combinatorial optimization problem (the
scheduling decision for each packet) in a very
short time, comparable with the packet transmis-
sion time at the port interfaces. Consider the IQ
switch illustrated in Fig. 1a. Based on the state
of occupancy of the queues, the scheduler, must
select a set of non-conflicting packets in order to
maximize the total throughput. For multicast
traffic, one logical queue is present for each pos-
sible input port and fanout set (i.e. a subset of
output port destinations), thus making the sched-
uler’s task highly complex.

This example constitutes an indicative test-
case of the potential of the broader applicability
of message passing techniques in communica-
tions. In this context, challenging optimization
problems often require the design of algorithms
that are both easy to implement and efficient in
terms of performance.

PHYSICS: CAVITY METHOD AND
MESSAGE-PASSING

The optimization problem is mapped onto a sta-
tistical physics problem with a probability distri-
bution over possible configurations, and the
computation of the optimal solution is reduced
to identifying the minimum-energy configura-
tions at which the probability distribution con-
centrates. In order to find a configuration of low
energy, one can use statistical physics techniques
such as the cavity method. The latter is based on
calculating the influence of neighboring nodes in
the absence of the node in question, which leads
to a set of coupled equations that can be solved
iteratively, similar to density evolution, the
macroscopic equivalent of belief propagation
algorithms.

A convenient graphical model of the underly-
ing system is a bipartite graph, with one set of
nodes representing the system components (e.g.
input ports of the IQ switch), while the other set
consists of local interaction terms (such as con-

Figure 1. a) An IQ switch with 2 inputs and 3 outputs. Each logical queue is
tagged with the corresponding fanout set; b) a toy example of a bipartite
graphical model of the switch with blue nodes corresponding to inputs and
red nodes to interaction terms (conflicting multicast packet transmis-
sions).
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flicts in simultaneous packet transmissions). In
Fig. 1b we depict a toy example with two input
ports and three interaction terms, modeling
potential conflicts in queued packets due to
intersecting multicast destination sets.

Each interaction node a sends a message
m(a Æ i) to each neighbor node which contains
a’s belief about the state of node i. This belief is
essentially a conditional probability estimated by a,
based on all messages it receives from nodes
other than i. Similarly, each node i computes its
own belief and sends message m(i Æ a). These
messages are computed separately by each node,
they are iteratively updated and propagate
through the system graph. This low-overhead
iterative procedure usually leads to a low-energy
configuration; in the case where the graph is a
tree, it can be shown to converge to the mini-
mal-energy configuration. Thus, centralized
problems can be solved in a distributed manner
with iterative lightweight local messaging.

Recent success stories in discrete computa-
tional challenges attest to the strong potential of
these techniques, including Shannon-capacity
approaching codes and NP-hard problems like
K-satisfiability [7], leading to more recent appli-
cations in wireless scheduling problems [5].

HOW PHYSICS HELPS IN THE APPLICATION
We present a specific application of the statisti-
cal physics methodology in the novel design and
hardware implementation of a multicast switch.

The throughput-optimal scheduling policy for
multicast traffic allows for “fanout-splitting”,
that is, a packet can be sent to just a subset of its
destination ports, leaving some residual destina-
tions for future transmissions. The main idea of
the optimal policy is to serve at higher priority
packets that are stored in large queues and that
are possibly re-enqueued into smaller ones. In
order to solve the resulting problem, one can
resort to a Belief Propagation (BP) algorithm [8].

Messages are exchanged between each input
and output ports, and are updated iteratively by
each port concurrently. The scheduler chooses
the packets to be transferred, based on the final
beliefs, that is, local estimates at each input port
of the throughput that can be achieved by choos-
ing specific transmission fanout sets. Due to the
“densely connected” constraints that prevent
conflicting packets, there are several cases in

which the message update phase does not con-
verge. Such a difficulty can be overcome using
BP with a fixed number of iterations, in conjunc-
tion with a centralized algorithm, which at each
step chooses the transmission fanout set with the
maximum belief.

The BP approach outperforms other greedy
algorithms (such as longest queue first) in simu-
lations, with a gain between 6 percent and 48
percent under uniform traffic, and between 5
percent and 10 percent under worst-case concen-
trated traffic [8]. Interestingly, only a very small
number of message update iterations is neces-
sary to achieve this performance (as low as 1 or 2).

We have implemented the belief propagation
scheduling algorithm as a hardware accelerator
on the netFPGA platform [9]. The implementa-
tion consists of a software communication inter-
face and a hardware scheduler state machine for
a 4 × 4 switch, integrated in the emulation frame-
work illustrated in Fig. 2. The measured duration
of the scheduling algorithm execution is 3.77ms,
5.44ms, and 7.12m for 0, 1 and 2 BP iterations,
respectively, that is, a 2.65× improvement over
the performance if implemented only in software.
In terms of energy efficiency, the power con-
sumption of the hardware switch during the
scheduling algorithm execution is 26.1W, versus
the platform’s idle power consumption of 23.8W.

This successful implementation demonstrates
the feasibility and potential of the message pass-
ing approach in practical networking problems,
with stringent requirements on efficiency and
lightweight operation.

RELIABLE TRANSMISSION,
CRYSTALLIZATION AND THE
NUCLEATION PHENOMENON

APPLICATION: RELIABLE TRANSMISSION OF
INFORMATION

The reliable transmission of information is at the
heart of any communication system. Whether it
is noise due to thermal effects or packet losses
due to buffer overflows, there are many physical
phenomena and processes that lead to a loss or
degradation of transmitted information. Error-
correcting coding is the means of ensuring that,
despite all these adverse effects, the end-to-end
communication link is reliable.

Traditionally, error-correcting codes were
based on algebraic notions of ever increasing
sophistication, and codes were designed to maxi-
mize the Hamming distance between codewords,
that is, the minimum number of positions in
which two distinct codewords differ. But in the
last 20 years, codes based on sparse graphs and
message-passing schemes have fundamentally
changed the way codes are designed and have
gradually replaced traditional schemes.

Sparse graph codes are based on bipartite
graphs, as shown in Fig. 3 where the length of
the code is N = 7.

Each round node on the left represents a bit,
and each square node on the right represents a
constraint. In particular, these constraints repre-
sent linear equations that have to be fulfilled.
The code is the set of all binary sequences of

Figure 2. A hardware/software co-design schematic of BP scheduling imple-
mented on NetFPGA.
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length N that fulfill all these constraints. To
transmit information we pick a codeword, trans-
mit it, and use the redundancy that is inherent in
the code to recover the transmitted word from
the received information.

The term sparse graph code indicates that the
blocklength N is typically in the thousands, but
the degrees of both variables and checks are
taken from a finite set and do not depend on N.
Hence the number of edges is of order N and
not N2 and is therefore “sparse.” The important
point about such sparse graph codes is that their
decoding is accomplished by the belief propaga-
tion algorithm; that is, given a noisy version of
the transmitted codeword, messages represent-
ing the current “beliefs” about the various bits
are exchanged along the edges until these messages
(hopefully) converge to the correct values. Such
a decoder is inherently of low complexity and
can conveniently be implemented in hardware.

We use such codes daily, since they are part
of state-of-the art cell phones, Wi-Fi modems,
optical transmission schemes, and hard drives.
Despite intensive research on sparse graph codes
and their wide deployment, there is still room
for improvement. In particular, it is difficult to
design a coding scheme that allows for reliable
transmission close to capacity and that has very
low error probabilities as required, for example,
for storage applications (hard disks) or in the
backbone of the Internet (optical communica-
tions). This is due to the fact that in order to
achieve transmission close to capacity, typically a
large number of variable nodes of small degree
are necessary but also cause relatively high
“error floors.” Moreover, such codes are usually
not universal, that is, codes that are designed
and reliable for one channel might not allow
reliable transmission over another, even if it has
equal capacity. Quite recently, an interesting
physical phenomenon has been shown to be use-
ful in overcoming these two difficulties.

PHYSICS: CRYSTALLIZATION
Crystallization is the process that describes how
solid crystals form from a liquid solution. This
solution is typically a meta-stable state, which
does not correspond to the lowest-energy config-
uration and which therefore eventually goes into
the stable crystalline form. Nevertheless, the
meta-stable state can persist on long time scales
and a nucleus, that is a seed, is needed to get the
crystallization process started.

Nucleation and the crystallization process can
take on several forms, and we are all familiar
with them in several disguises:
• Reusable heat packs typically contain sodi-

um acetate enclosed in a suitable container.
When heated, sodium acetate takes on a
liquid form that is a meta-stable state that
is stable over long periods of time. The
nucleation process takes on the form of
bending a small metal disc that is contained
in the heat pack. This starts the crystalliza-
tion process and thereby releases heat.

• Water can be brought into a supercooled
state in that it is still in liquid form even
though it is considerably below the freezing
point, as long as it is cooled in a clean con-
tainer. The nucleation process starts by, for

example, shaking the container violently or
by adding a little seed. A quick search on
YouTube for “supercooled water” shows
many instances how the crystallization pro-
cess starts suddenly through a suitable
nucleation process. Other examples are
cloud or hail formation.

HOW PHYSICS HELPS IN THE APPLICATION
The nucleation phenomenon can be exploited to
build codes that are provably capacity-achieving
under message-passing decoders and universal
for large classes of channels. Figure 4 shows an
incarnation of the basic idea.

Rather than using an unstructured graphical
model, we “spatially couple” a number of such
graphical models along a chain in such a way
that neighboring models interact, but that the
local degree structure of each model stays
unchanged. In addition, we properly “terminate”
the chain in such a way that the problem is made
easier at the boundary.

Applying the basic belief-propagation algo-
rithm on such a code, an interesting phe-
nomenon occurs. The code can be successfully
decoded up to a higher noise value than what is
possible for the underlying “component” code.
In fact, codes constructed in such a way can be
decoded up to the maximum a-posteriori thresh-
old of the underlying code. This is the highest
threshold achievable under any decoding algo-
rithm, no matter how complex. The decoding
happens along a “wave.” At the boundary, due
to the special termination, decoding is easier and
bits are decoded first. Once the bits at the
boundary have been decoded, the “interface”
between the decoded and uncoded parts moves
inward, and this decoding wave advances at a
constant speed.

Mathematically and physically there is a

Figure 3. Bipartite graph representing a sparse graph code of length N = 7.
The code consists of the set of binary words of length 7 that fulfill the
three linear constraints.

{x4 + x5+ x7 = 0}X7

{x3 + x4 + x6 = 0}X4
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{x1 + x2+ x4 = 0}X1
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direct analogy to nucleation and the crystalliza-
tion process. The special termination at the
boundary acts as the nucleus and gets the decod-
ing started. Without the boundary the belief-
propagation decoder, which is in general
suboptimal, is not strong enough to drive the
system into the lowest-energy state, which corre-
sponds to the correct, that is, transmitted code-
word, but instead ends up in a meta-stable state.
But once decoding has started at the boundary,
the process continues like in the crystallization
process, and the whole system moves at a con-
stant speed toward the lowest-energy configura-
tion. Codes constructed based on this principle
can be designed to work arbitrarily close to the
capacity of the channel with high reliability and
are inherently universal, that is, they work well
over whole classes of channels and do not have
to be tuned to a particular application [10, 11].

This phenomenon can also be exploited in
other areas. For example, it has been used in
compressive sensing [12] and to analyze con-
straint satisfaction problems [13].

ROUTING AND POLYMERS

APPLICATION: ROUTING
Finding optimal routes, given some measure of
optimality, is a difficult task with implications for
a large number of application domains, from
water distribution networks and VLSI design to
journey planners. Clearly, it has many applica-
tions in the area of communication networks,
ranging from sensor and optical networks to
peer-to-peer and wireless communication.

Optimal routing is also a very hard computa-
tional problem, being non-localized with non-lin-
ear interactions at vertices (routers) and/or
edges (communication lines); therefore, most
existing routing algorithms are based on local-
ized selfish decisions and rely on (mostly non-
adaptive) routing tables to identify the shortest
weighted path to the destination regardless of
the individual decisions made, for example, the
celebrated Dijkstra algorithm. Dynamic routing
protocols do exist, but they are mostly heuristic
and insensitive to other individual routing deci-
sions that dynamically constitute the traffic.

To optimize the use of resources, a more
global approach is required that takes into
account all individual routing decisions and
makes efficient use of the over-stretched net-
work infrastructure. The cost to be minimized is
defined according to the task at hand. For
instance, in many cases one would like to sup-
press congestion in order to avoid bottlenecks by

minimizing overlaps between routes, either at
vertices or at edges, possibly attributing weights
to vertices and/or edges to reflect preference,
capacity, or delays. At the other end of the spec-
trum one may employ an objective function that
aims to decrease the number of active vertices
by consolidating paths to reduce infrastructure
demands or energy consumption. This is particu-
larly relevant in the context of communication
networks, as the Internet can consume up to 4
percent of the electricity generated at peak
times. These objective functions are typically
non-linear and represent interactions between
non-localized objects — multiple routes.

PHYSICS: POLYMERS
Although the techniques developed for the study
of disordered systems, such as the cavity method
(message passing), have the potential to model
interactions between simple system constituents
such as network nodes, they may be difficult to
apply when interactions involve more complicat-
ed objects such as routes. In the case of routing,
additional techniques should be employed in
order to verify that routes are contiguous, lead-
ing from sources to destinations. Techniques
developed in the study of polymers are ideally
suited for these tasks.

A polymer can be viewed as a chain of
molecules connected to one another in a manner
where the end of one segment is the beginning
of another. Routes on a network can be viewed
as polymers placed on a graph such that seg-
ments correspond to edges and interact at ver-
tices, as shown in Fig. 5. The aim is to choose
the shortest routes (polymers) while incorporat-
ing an interaction between them on vertices or
edges: repulsion, in case one wants to minimize
congestion and make traffic as uniform as possi-
ble; and attraction, when one wants to consoli-
date routes and reduce the number of active
vertices and/or edges.

HOW PHYSICS HELPS IN THE APPLICATION
We studied two routing scenarios using statisti-
cal physics methods: 
• The case in which randomly selected nodes

on a given graph communicate with specific
preassigned router(s) while minimizing con-
gestion or maximizing route consolidation
[14]. This study revealed the macroscopic
behavior in terms of cost and average path
length as the number of communication
sources increases and provided a distribut-
ed algorithm to find optimal solutions in
specific instances.

Figure 4. Left: A spatially coupled code. Several “component” codes are placed along a line are neigh-
boring components are “coupled” that is, they share edges. At the boundary there are locally more
check nodes than in the interior. This makes decoding easier and acts as a seed. Right: The “decoding
wave.” The horizontal axis corresponds to the spatial dimension of the code. The vertical dimension
shows that local error probability at a certain point in the decoding process. As the number of itera-
tions increases, the error probability decreases taking the shape of a “wave” that moves at constant
speed from the boundary towards the middle.
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• A scenario whereby we analyze macroscopic
properties of generic path-optimization
problems between arbitrarily selected com-
municating pairs; we also derive a simple,
principled, generic and distributive routing
algorithm, capable of considering simulta-
neously all individual path choices. 
While the method is suitable for many net-

working and communication problems, we
choose a more graphical and real-life problem to
demonstrate the efficacy of the new algorithm:
routing passengers on the London underground
network based on real Oyster-card data. Figure 6a
shows how congestion is reduced by the algo-
rithm when the objective function chosen aims
to repel routes, as reflected in the fairly uniform
traffic distribution even in the central region; the
cost obtained by our algorithm is 20.5 percent
smaller than that of the shortest path configura-
tion obtained by the Dijkstra algorithm and
slightly better than other state-of-the-art algo-
rithms [15], with only a slight increase in average
path length by 5.8 percent. In contrast, Fig. 6b
shows how paths for the same passenger set are
consolidated at major routes and stations, when
a cost aimed at consolidating routes is chosen.
This scenario may be relevant at times when the
service is reduced for some reason, for instance
during a strike or at off-peak hours to decrease
costs. Due to the concave nature of the cost,
there are no efficient competitive algorithms for
carrying out these tasks.

These methods have direct relevance to vari-
ous communication problems, such as node-dis-
joint routing, a hard-computational problem that
is essential to prevent blocking in optical net-
works [16]. The insight gained by employing
methods of statistical mechanics to routing prob-
lems and the efficient algorithms derived are of great
potential and will help provide more efficient
and scalable individualized routing algorithms.

The main challenges one needs to address for
making these routing techniques more applica-
ble are: a) to accommodate temporal interaction
between routes, that is, taking into account the
time it takes to arrive at nodes/edges and limit-
ing the interaction between routes to concurrent
traffic; b) devising approximation techniques in
the case of node/edge-disjoint multi-colored
routing in the presence of a large number of dif-
ferent colors, such as in the case of realistic
multi-wavelength optical networks.

CONCLUSION AND
FUTURE PERSPECTIVES

Physics-inspired methods can lead to break-
throughs when applied to communications and
networking tasks. In this article we listed some
instances of such problems. The presentation
spans a range of examples, from aspects of theo-
retical modeling using physics-inspired methods
to how such methods find their way into systems
that are amenable to implementation.

The range of possible applications of physics-
inspired methods is in no way limited to the
three applications we discussed here. In conclud-
ing, we discuss three challenging research direc-
tions.

Non-Equilibrium Methods — Most existing
physics-inspired methods have been developed
for understanding homogeneous equilibrium
systems, while most real communication systems
are heterogeneous, hierarchical, and inherently
not in equilibrium. Adapting non-equilibrium
methods from statistical physics to manage and
optimize dynamical and hierarchical communi-
cation systems is a significant challenge. This
new approach may also reveal hidden network
properties and shed light on system design
choices.

Big Data — The amount of data generated in
recent years is unprecedented and, more often
than not, the rate of generation exceeds the rate
at which they can be absorbed and understood,
by humans or machines. Often data streams
should be processed online and low-complexity
schemes are needed, to create meaningful infor-
mation out of the deluge of data. Being equilib-
rium-based methods, current message passing
methods are limited in their ability to deal with
data streams, and novel dynamical inference
methods should be devised to address this chal-
lenge.

Capacity Crunch of Communication Net-
works — The ever-increasing demand for infor-
mation, both due to the increasing number of
mobile networks and the powerful and informa-
tion-hungry networked devices, bring communi-
cation networks close to capacity. Smartphones,
tablets, and watches with multiple embedded
sensors capture data from their surroundings
and transmit it; incoming mobile video traffic is
also increasing at an exponential rate. Clearly
this introduces unprecedented requirements to
communication network operators and chal-
lenges the provisioning of end-user Quality of
Experience. Novel schemes are needed, in multi-
dimensional resource configurations, to optimize
content transmission to the end-user. For exam-
ple, intelligent caching of content at various
locations or even at neighboring devices is need-
ed in conjunction with joint optimization across
resource domains like energy, computational

Figure 5. Routes as polymers on a regular ran-
dom network of degree 3. Full circles repre-
sent start and end points of communication
paths, each one presented in a different color,
while intermediate empty nodes may consti-
tute part of the path(s). Interaction between
polymers may take place on vertices and/or on
edges.
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capacity, and control, the latter being reflected
in the choice of transmission rate and power,
access point association, and so on. Physics-
inspired techniques could be crucial in optimiz-
ing performance with multiple objectives and
constraints.
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INTRODUCTION

Resources (e.g. time, frequency, code) have to
be shared by multiple users in wireless networks.
Therefore, interference has long been consid-
ered as a deleterious factor that limits the sys-
tem capacity. In conventional communications
systems, the design objective is to allow users to
share a medium with minimum or no interfer-
ence. Thus, great efforts are made to avoid, miti-
gate, and cancel interference. For instance, to
support multiple users, orthogonal access meth-
ods in time, frequency, code as well as spatial
domains have been used in different generations
of cellular systems. In order to improve the cov-
erage and the capacity in future-generation het-
erogeneous networks that will likely contain a
large number of uncoordinated low-power nodes
such as femtocells, interference needs to be miti-
gated in multiple domains, rendering its manage-
ment a challenge.

Interference mitigation/avoidance techniques
provide convenient mechanisms to allow multi-
ple users to share the wireless medium. Howev-

er, they lead to inefficient use of wireless
resources. One may ask whether to cancel or
mitigate interference is always the optimal way
of utilizing wireless resources. Indeed, there has
been growing interest in exploiting interference
to improve the achievable rate, the reliability,
and the security of wireless systems. Recently,
new views on interference have resulted in
advanced interference-aware techniques, which,
instead of mitigating interference, explore the
potential of using interference. We present two
examples from the literature to illustrate the ideas.

In his early work on dirty paper coding [1],
Costa proved the striking result that interference
known at the transmitter but not at the receiver
does not affect the capacity of the Gaussian
channel. The optimal strategy to achieve this
interference-free capacity is to code along inter-
ference, while canceling interference is strictly
sub-optimal. Another example is coordinated
multipoint or multi-cell coordination, where base
stations (BSs) cooperate to serve their own and
out-of-cell users.

In the downlink, the cooperating BSs work
together to jointly optimize the transmitter
strategies such as power, time, and beamforming
design to control the inter-cell interference. Cell-
edge users who suffer most from the inter-cell
interference now benefit most from this coordi-
nation. In the uplink, joint decoding is per-
formed in BSs, so signals from users in other
cells are no longer treated as interference, but as
useful signals.

The purpose of this article is to re-examine
the notion of interference in communications
networks and introduce a new paradigm that
considers interference as a useful resource. We
first give an overview from the information theo-
retic standpoint as a justification for rethinking
the role of interference in wireless networks. We
then introduce interference alignment and signal
alignment as effective means to handle interfer-
ence and increase the achievable rates. Depart-
ing from this traditional view, we present three
novel techniques of interference exploitation
that aim to improve the performance of wireless
networks. The first technique is a data-aided
precoding scheme in the multiuser downlink that
judiciously makes use of the interference among
users as a source of useful signal energy. In the
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second technique, we consider simultaneous
information and energy transfer; in such a sys-
tem, while interference links are harmful for
information decoding, they are useful for energy
harvesting. Thus, a favorable trade-off is demon-
strated. The third technique leverages interfer-
ence in physical layer secrecy as an effective way
to degrade the channel of the eavesdropper and
increase the system’s secrecy rate.

INTERFERENCE FROM THE
INFORMATION THEORETIC

STANDPOINT

We first present an overview of results on inter-
ference from information theory. The Interfer-
ence Channel (IC) models simultaneous
transmission by non-cooperating transmitters
and receivers. The messages of each link are
encoded only by the corresponding transmitter,
and the receiver does not have access to the sig-
nals of other receivers. Figure 1a depicts the K-user
Gaussian Interference Channel (G-IC). Each of
K transmitters wants to send a message to the
corresponding receiver. Receiver k bases its
decision on signal Yk, which contains not only
the (scaled) useful signal Xk, but also interfer-
ence and Gaussian noise.

Despite its apparent simplicity, to this date it
is not known what the optimal way of transmit-
ting over the G-IC is, not even for the two-user
G-IC shown in Fig. 1b. Nevertheless, significant
progress has been made recently, and results
from information theory have started influencing
the design of wireless networks. The optimal
decoding strategy depends on the power of inter-
ference compared to the direct links. Interfer-
ence should be treated as noise when it is very
weak. The exact conditions for the two-user G-IC
to be in the very weak regime can be found in [2].
In information theoretic terms, the messages of
both transmitters are private, since they are only
decoded at the intended receiver. On the other
hand, when the power of the interfering signal
exceeds the power of the signal of interest (strong
interference), the optimal strategy is to also
decode interference at the receivers. In this case,
both messages are public. If the power of the
interference exceeds an even higher threshold,
the G-IC is in the very strong interference regime
and the rate that can be achieved by each link is
the same as if the interferer did not exist, that is,
interference does not impact the achievable
rates. Nevertheless, the receiver does need to
decode interference in addition to the signal of
interest. Clearly, there are costs associated with
interference-aware decoding. The receivers are
more complex, synchronization is essential, and
each receiver needs to estimate not only its own
channel, but also the cross-channel coefficients.

The most challenging situation arises when
the power of the interference is of the order of
the power of the signal of interest. To this date
it is not known what the best way to transmit
and decode is. A strategy that combines public
and private messages (the so called Han-
Kobayashi scheme [2]) achieves higher rates
compared to treating interference as noise or

avoiding it via orthogonal transmission, or
attempting to decode all messages at each receiv-
er. Moreover, it has been shown that as the sig-
nal-to-noise ratio (SNR) grows to infinity, a
simplified Han-Kobayashi scheme can attain the
capacity region within 1/2 bit [2]. In addition to
providing evidence that strategies based on the
Han-Kobayashi scheme may be the best for the
two-user G-IC, this result may prove useful in
future wireless networks with small cell size that
will operate at high SNRs and will therefore be
limited by interference rather than by noise.

Devising good strategies for the K-user G-IC
seems to be even more challenging, and the
Han-Kobayashi scheme does not appear to
extend to the K-user G-IC in a straightforward
manner. A promising direction toward finding
good strategies for the K-user G-IC appears to
be dealing with the combined interference by all
K – 1 users at each receiver instead of decoding
separately the interference by each user. Fur-
thermore, a deterministic approximation frame-
work has been developed for the G-IC, which
enables the construction of structured codes [2].
By employing structured lattice codes, which are
also used in other scenarios, such as multi-way
relay channels, it is possible to attain the capaci-
ty region of the G-IC within a constant gap [3].
Very recently, there has been an interesting find-
ing that connects topological interference man-
agement and index coding [5]. This connection
can be leveraged to calculate rate regions that
are within a constant gap from capacity and to
develop transmission schemes over wireless net-
works. The existing index coding solutions are
then translated to interference management
solutions via a family of elegant achievability
schemes of interference alignment (IA) that has
generated significant interest, and is discussed in
more detail below.

System designs that operate based on the best
known achievability schemes of information the-
ory being the ultimate goal, in the meantime
improvements in performance can also be
attained by incorporating interference-aware
schemes in current systems. In [6] it is shown

Figure 1. a) The K-user Gaussian Interference Channel (G-IC); b) the 
two-user G-IC.
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that when the transmitters use discrete constella-
tions and interference-aware detectors are
employed at the receivers, the achievable rates
over the fading G-IC are limited by the SNR
rather than by the signal-to-interference-plus-
noise ratio (SINR).

INTERFERENCE AND
SIGNAL ALIGNMENT

Prior to the invention of IA [4], interference
avoidance has been achieved by relying on the
use of orthogonal frequency or time channels.
And when interference is inevitable, convention-
al approaches are to adopt advanced decoding/
detecting algorithms by treating interference as
noise.

The success of IA lies in the fact that it effi-
ciently exploits the rich degrees of freedom
available from the time/frequency/spatial
domains. By a careful coordination among the
transmitters, the use of IA can ensure that all
the interference is aligned together to occupy
one half of the signal space at each receiver,
leaving the other half available to the desired
signal. As a result, the per-user rate achieved by
IA for the interference channel with K pairs of
single-antenna transceivers is C(SNR) = 1/2log
(SNR) + o(log(SNR)). This result is surprising
since a traditional view is that such a K-user sce-
nario is interference-limited and hence the per-
user rate is diminishing by increasing the number
of users. As a result, the use of IA ensures that
the spectral efficiency of wireless communica-
tions can be improved significantly since more
users sharing the same bandwidth yields a larger
system throughput.

In addition to the interference channel, the
concept of IA has also been applied to other
communication scenarios, including the multiple
access channel, the broadcast channel, the
one/two-way relaying channel, as well as physical
layer security. In practice, the implementation of
IA is not trivial since global channel state infor-
mation at each transmitter (CSIT) is required,
which is challenging, particularly for the case
with fast time-varying channels. Two types of

approaches to realize IA in practice have been
proposed. One is to apply advanced feedback
techniques, and existing results have demonstrat-
ed that the number of fedback bits needs to be
proportional to the SNR in order to achieve
nearly optimal performance [9]. The other is to
exploit the coherent structure of channels and
apply manipulations analog to space time coding
at the transmitters. As a result, the concept of
IA can be implemented even when the channel
information is not available to the transmitters.

The concept of signal alignment can be
viewed as an extension of IA in the context of
bi-directional communications [10] and [11]. For
example, consider a multi-pair two-way relaying
communication scenario as shown in Fig. 2,
where M pairs of source nodes exchange infor-
mation with their partners via the relay. Each
source node is equipped with N antennas, and
the relay has M antennas. As can be seen from
Fig. 2, the relay observes 2M incoming signal
streams, and needs to have at least 2M antennas
in order to separate these signals. The use of sig-
nal alignment is to effectively suppress intra-pair
interference and reduce the requirement on the
number of antennas at the relay. Particularly, by
carefully designing the precoding vectors at the
sources, the intra-pair interference is aligned at
the relay, which means that the original 2M sig-
nal streams are merged into M streams. As a
result, a relay with only M antennas can accom-
modate 2M incoming signals, which is particular-
ly important for practical scenarios where nodes
are equipped with a limited number of antennas.
At the user end, each receiver can first subtract
its own information, the so-called self-interfer-
ence, and then detect the information from its
partner, a method analogous to network coding.

DATA-AWARE INTERFERENCE
EXPLOITATION FOR

MULTIUSER TRANSMISSION
The a priori knowledge of interference is readily
available at downlink transmission, where CSIT
combined with the knowledge of all data sym-
bols intended for transmission can be used to

Figure 2. Illustration of the concept of signal alignment: a) system diagram for multi-way relaying, N £ M; b) precoding design to
ensure interference alignment.
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explicitly predict the resulting interference
between the symbols. Despite the insights in [1],
the majority of existing precoding implementa-
tions attempt to eliminate, cancel, or pre-sub-
tract interference. Only recently, however, has
there been growing interest in making use of the
interference power to enhance the useful signal
[7, 8]. Indeed, it has been shown that interfer-
ence can contribute constructively to the detec-
tion of the useful signal, and this phenomenon
can be utilized in the CSIT-assisted downlink
transmission and other known-interference sce-
narios to improve performance without raising
the transmit power.

To clarify the above fundamental concept, a
trivial example of two users is shown in Fig. 3a,
where we define the desired symbol as x1 and
the interfering symbol as x2. Without loss of gen-
erality we assume that these belong to a Binary
Phase Shift Keying (BPSK) constellation and
that x1 = 1, x2 = –1. For illustration purposes,
we assume a lossless channel from the intended
transmitter to the receiver and an interfering
channel represented by the coefficient r. Ignor-
ing noise, the received signal is 

y1 = x1 + x2 · r, (1)

where x2 · r is the interference. Note that this
model also corresponds to multi-antenna trans-
mission with matched filtering where the corre-
lation between the two channels is r. In Fig. 3b
two distinct cases are shown, depicting the trans-
mitted (×) and received (o) symbols for user 1 on
the BPSK constellation. In case i) with r = 0.5 it
can be seen from (1) that y1 = 0.5. The destruc-
tive interference from user 2 has caused the
received symbol of user 1 to move toward the
decision threshold (imaginary axis). The received
power of user 1 has been reduced and its detec-
tion is prone to low-power noise. In case ii),
however, for r = – 0.5 (1) yields y1 = 1.5, and
hence the interference is constructive. The
power received has been augmented due to the
interference from user 2 and now its detection is
tolerant to higher noise power (nconstr compared
to north). It should be stressed that in both cases
the transmit power for each user is equal to one.
Note that while the above example refers to a
two-user transmission scenario for illustration
purposes, the fundamental concept can be
extended to more users, multipath transmission,
inter-cell interference, and other generic inter-
ference-limited systems.

Clearly, there are critical gains to be drawn
from the exploitation of constructive interfer-
ence in interference-limited transmission. As a
first step, analytical constellation-dependent
characterization criteria for systematically classi-
fying interference to constructive and destructive
have been derived in [7, 8] and references there-
in for PSK modulation. Early work carried out
on a simple linear precoding technique has
reported multi-fold increases in the received
SNR for fixed transmit power compared to zero-
forcing (ZF) beamforming [7]. This can be non-
trivially translated to multi-fold savings in
transmit power for a fixed received SNR. A rep-
resentative result is shown in Fig. 4a where the
required SNR per transmit antenna in a cellular

downlink for an uncoded symbol error rate
(SER) of 10–2 is shown for increasing numbers
of single-antenna users. The results compare the
widely known ZF precoding with the interfer-
ence exploitation precoding of [7] for QPSK and
8PSK modulation. Significant SNR gains of up to
10dB (a 10-fold transmit power reduction) can
be observed between the two techniques, by simply
exploiting the existing constructive interference.

Further work has investigated the application
of this concept on advanced nonlinear precod-
ing, yielding further significant gains in the
transmit power. More recent work has extended
this concept to inter-cell interference exploita-
tion in multi-cellular transmission scenarios [8].
The important feature in all the above tech-
niques is that the performance benefits are
drawn not by increasing the transmit power of
the useful signal, but rather by reusing interfer-
ence power that already exists in the communi-
cations system, a source of green signal power
that with conventional interference cancellation
techniques is left unexploited.

WIRELESS INFORMATION AND
ENERGY TRANSFER

Energy harvesting (EH) communications systems
that can scavenge energy from a variety of natu-
ral sources (solar, wind, etc.) for sustainable net-
work operation have attracted significant
interest. The main limitation of conventional EH
sources is that they are weather-dependent and
thus not always available.

A promising harvesting technology that could
overcome this bottleneck is radio frequency
(RF) energy transfer where the ambient RF
radiation is captured by the receiver antennas
and converted into a direct current voltage
through appropriate circuits (rectennas). The
concept of RF-EH is not new; over 100 years
ago, Nicola Tesla proved and experimentally
demonstrated the capability of transferring ener-
gy wirelessly. The integration of RF-EH technol-
ogy into communications networks opens new
challenges in the analysis and design of transmis-
sion schemes and protocols. Multi-user interfer-
ence, which is the main degradation factor in
conventional networks, can be viewed as useful
energy signals that could be exploited for har-
vesting purposes. Although from an information
theoretic standpoint the same signal can be used
for both decoding and EH, due to practical

Figure 3. The concept of constructive interference — a two-user example.
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hardware constraints, simultaneous energy and
information transmission is not possible with
existing rectenna technology. Two practical
receiver approaches for simultaneous wireless
power and information transfer are “time switch-
ing” (TS), where the receiver switches between
decoding information and harvesting energy; and
“power splitting” (PS), where the receiver splits
the received signal in two parts for decoding
information and harvesting energy, respectively [12].

An interesting implication of the PS tech-
nique is that in multiuser networks, harvested
energy at a particular receiver can emanate
either from sources that intentionally transmit
toward that direction or from other sources
whose signal is traditionally perceived by that
receiver as interference. Nonetheless, in this
case the contribution of useful and interfering
signals toward the satisfaction of any RF-EH
requirements is equally important. This implica-
tion changes completely the design philosophy of
such networks, as interference becomes useful.

This concept was demonstrated for the multi-
ple-input single-output (MISO) interference
channel where K transmitters, each with K anten-
nas, communicate with K single-antenna
receivers [13]; each receiver is characterized by
both quality-of-service (QoS) and RF-EH con-
straints, while PS is used for simultaneous infor-
mation/energy transfer. The QoS constraint
requires the SINR to be higher than a given
threshold, while the RF-EH constraint requires
the power input to the RF-EH circuitry to be
above a threshold. In this framework, an inter-
esting non-convex optimization problem arises in
selecting the beamforming weights and the
power of the transmitters as well as the power
splitting ratios at the receivers so as to minimize
the total transmit power. The problem can be
solved optimally using semidefinite program-
ming, while traditional beamformers can be
employed to obtain suboptimal but low-complex-

ity solutions. An interesting conclusion is that
for ZF beamforming there always exists a
unique, optimal, closed-form power allocation.

The benefit of exploiting interference in the
context of RF-EH is illustrated in Fig. 5, which
depicts the transmit power ratio between ZF and
optimal beamforming for varying SINR and
RF-EH thresholds (K = 8). The figure indicates
that by exploiting interference, the transmit
power can be significantly reduced, especially for
low SINR. The reason is that for low SINR there
is room to increase interference, which is benefi-
cial for RF-EH. In contrast, high SINR thresholds
require almost full cancellation of interference;
hence, the solutions obtained from ZF are
almost optimal. The benefits of interference
exploitation can also be seen with respect to the
RF-EH constraints: when the RF-EH threshold
increases, the ZF/optimal power ratio increases
because the optimal scheme manages interfer-
ence better. However, the effect of the SINR
constraint on the transmit power ratio is more
significant compared to the RF-EH constraint.

INTERFERENCE-AIDED
SECRECY RATE IMPROVEMENT

Due to the growing number of wireless applica-
tions, confidentiality and secret transmission has
become an increasingly important issue. Recent-
ly, securing wireless communications at the phys-
ical (PHY) layer has been studied as a
complimentary measure to upper layer crypto-
graphic techniques. In the presence of eaves-
droppers who passively overhear the communi-
cations, intentional interference plays a key role
to improve the secrecy rate. This is understand-
able since interference will affect both systems;
however, if properly designed, it can be an advan-
tage for the legitimate system. This is indeed
true, as shown in [14] that the exploration of
aggregated interference together with location
and channel quality information, can significant-
ly improve network secrecy. In the following, we
review several approaches that utilize interfer-
ence to confuse the eavesdropper in a simple
point-to-point network.

Consider a basic three-node system that con-
sists of a source S, a destination D, and an eaves-
dropper E. When S has multiple antennas, it can
transmit an information-bearing signal to D in
the range space of the channel to D and also
generate artificial noise (AN) to E in its null
space simultaneously. In this way, even without
knowledge of the instantaneous CSI of the eaves-
dropper, the generated AN does not interfere
with the legitimate receiver D and only affects
the eavesdropper node E. The same principle
applies if there are trusted helper relays who
could form distributed beamforming to transmit
cooperative jamming signals to E.

When neither multiple antennas at S nor
trusted helpers are available, the system must
rely on itself to achieve secure communications.
To this end, a self-protection scheme has been
proposed that adopts full-duplex (FD) operation
at D to improve the secrecy rate [15], as shown in
Fig. 6. More specifically, an FD receiver is intro-
duced that simultaneously receives its data while

Figure 4. Required SNR per transmit antenna for an uncoded SER of 10–2

with increasing numbers of users and transmit antennas.

Number of users = number of Tx antennas
42

15

SN
R 

pe
r 

Tx
 a

nt
en

na
 f

or
 u

nc
od

ed
 S

ER
=

10
-2

25

30

35

40

6 8 10 12 14 16

Zero forcing precoding
Interference exploitation precoding

8PSK

QPSK

20

ZHENG_LAYOUT.qxp_Layout  10/29/14  3:47 PM  Page 156



IEEE Communications Magazine • November 2014 157

transmitting a jamming signal to confuse E. The
proposed approach uses intentional interference
at D to confuse the eavesdroppers and does not
require external helpers or data retransmission.
Due to the FD operation, the receiver experi-
ences a loop interference (LI) introduced by the
transmitted jamming signal. If D has multiple
transmit or receive antennas, it can employ joint
transmit and receive beamforming for simultane-
ous signal detection, suppression, and intentional
jamming.

In Fig. 6 the achievable secrecy rate is evalu-
ated against the transmit SNR. We simulate two
cases: single transmit/receive-antenna receiver
and eavesdropper; and the receiver has two
transmit and two receive antennas while the
eavesdropper has four antennas for fairness. For
the single-antenna case, it is seen that the FD
scheme outperforms the half-duplex (HD) oper-
ation for transmit SNR greater than 10 dB, and
double secrecy rate is achieved in the high SNR
region. The performance of the HD scheme sat-
urates when the transmit SNR is higher than 20
dB. When the receiver has multiple antennas
and the eavesdropper adopts a simple maximal-
ratio combining (MRC) receiver, the secrecy
rate strictly increases with the transmit SNR and
does not saturate at high SNR as in the HD
case. When the eavesdropper is aware of the FD
operation at D and adopts the minimum-mean-
square-error (MMSE) receiver to mitigate the
jamming signals from D, the achievable secrecy
rate saturates at a high SNR of 40 dB but is still
significantly higher than the case with HD receiv-
er. This reveals the great potential of using
interference at the receiver side to provide self-
protection against eavesdropping.

CONCLUSIONS
In this article we have introduced radical views
on interference in wireless networks. Traditional
interference mitigation techniques are no longer
optimal, and innovative ways of utilizing interfer-
ence are emerging. As more aggressive resource
sharing and tighter cooperation are foreseen in
future wireless networks, interference manage-
ment will continue to be a growing challenge.

Accordingly, it is essential to further these
new perspectives on interference for more effi-
cient radio resource utilization in advanced wire-
less concepts such as large-scale antenna arrays
(massive MIMO), multicell cooperation, cogni-
tive radio, and heterogeneous networks. Indeed,
the employment of massive MIMO in future net-
works allows the mitigation of interference using
simple linear operations. In this way, interfer-
ence could be “available” in the network for
other purposes without affecting its perfor-
mance; this scenario motivates new services and
applications. In future cloud radio access net-
works, baseband processing will be shifted from
the BSs to the central baseband unit pool to
jointly process data to and from multicells, and
this offers great opportunities to fully utilize
interference. In cognitive radio, the interference
from the secondary user to the primary user can
facilitate RF energy transfer and be tuned into
useful signals if the primary data are known at

Figure 5. Transmitted power benefit from optimal exploitation of interfer-
ence compared to ZF beamforming to achieve SINR and RF-EH con-
straints in the MISO interference channel.
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the secondary user. Regarding security in het-
erogeneous networks, a promising direction is to
study how network interference can be engi-
neered to best benefit wireless network secrecy.
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BACKGROUND

The Internet of Things (IoT) is a framework in which all things have a representation and a presence in the Internet. More
specifically, the Internet of Things aims at offering new applications and services bridging the physical and virtual worlds,
in which machine-to-machine (M2M) communications represents the baseline communication that enables the interac-
tions between things and applications in the cloud.

The IoT is a key enabler for the realization of the new M2M initiative as it allows for the pervasive interaction with/between
smart things leading to an effective integration of information into the digital world. These smart (mobile) things — which
are instrumented with sensing, actuation, and interaction capabilities — have the means to exchange information and
influence real-world entities and other actors of such a digital world ecosystem in real time, forming a smart pervasive
computing environment. The objective is to achieve global access to the services and information through the so-called
Web of Things, as well as efficient support for global communications.

The first generation of IoT/M2M standards (from IEEE, IETF, 3GPP, IETF, oneM2M, etc.) is sufficiently mature to enable
large-scale operational deployments. Connectivity, vertical data models, RESTful APIs, and device lifecycle management are
concrete examples of these foundation standards representing the basis of current deployments such as eHealth, automo-
tive, advanced metering infrastructure, and smart cities.

As the IoT deployment pace accelerates, a next generation of standards is needed to realize the full IoT/M2M vision. This
Feature Topic seeks both mature and early research on candidate standards that will transfer to standards organizations
such as oneM2M, IETF, 3GPP, IEEE, HGI, and BBF.

Submitted papers in this Feature Topic are expected to focus on state-of-the-art research in various aspects of IoT/M2M
from academic and industry viewpoints. The aim of this Feature Topic is thus to offer a venue where researchers from both
academia and industry can publish premier articles on the recent advances in theory, application, and implementation of
IoT/M2M standards concepts. Topics of interests include, but are not limited to, the following areas of standards research:

•Lightweight protocols and structured data such as efficient XML interchange and JavaScript Object Notation
for the IoT

•Interworking with other technologies and systems such as network functions virtualization and cloud computing
•Advanced indexing, naming, and addressing of the IoT
•Optimization and enhancement of the currently standardized IoT architectures
•Novel concepts for sensors and actuators such as crowd sourcing
•Abstraction and semantics technologies for devices and services
•Experiences and field trials of IoT applications: smart cities, digital
•IoT/M2M management: device management evolutions, autonomous management, conflict management, service 

harmonization
•Next generation of open platforms and hardware for the IoT
•Security, trust, privacy, and identity in the IoT
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http://mc.manuscriptcentral.com/commag-ieee) by the submission deadline. Submit articles to the category “August
2015/Internet of Things/M2M from Research to Standards.”

SCHEDULE FOR SUBMISSIONS

Manuscript Submission: January 15, 2015
Notification of Acceptance: April 1, 2015
Final Manuscript Due: June 1, 2015
Publication Date: August 2015

GUEST EDITORS

Omar Elloumi JaeSeung Song Yacine Ghamri-Doudane Victor Leung
Alcatel-Lucent, France Sejong Univ., South Korea Univ. of la Rochelle, France Univ. of British Columbia
omar.elloumi@alcatel-lucent.com mailto:jssong@sejong.ac.kr yacine.ghamri@univ-lr.fr vleung@ece.ubc.ca

filler-page-159_CFP  10/29/14  4:08 PM  Page 159

http://www.comsoc.org/commag/paper-submission-guidelines
http://mc.manuscriptcentral.com/commag-ieee
mailto:omar.elloumi@alcatel-lucent.com
mailto:jssong@sejong.ac.kr
mailto:yacine.ghamri@univ-lr.fr
mailto:vleung@ece.ubc.ca


IEEE Communications Magazine • November  2014160

ADVERTISERS’ INDEX

NATIONAL SALES OFFICE
James A. Vick

Sr. Director Advertising Business
IEEE Media

EMAIL: jv.ieeemedia@ieee.org

Marion Delaney
Sales Director

IEEE Media
EMAIL: md.ieeemedia@ieee.org

Susan E. Schneiderman
Business Development Manager

IEEE Tech Societies Media
TEL: (732) 562-3946
FAX: (732) 981-1855

MOBILE: (732) 343-3102
EMAIL: ss.ieeemedia@ieee.org

NORTHERN CALIFORNIA
George Roman

TEL: (702) 515-7247
FAX: (702) 515-7248
CELL: (702) 280-1158

EMAIL: George@George.RomanMedia.com

SOUTHERN CALIFORNIA
Patrick Jagendorf

TEL: (562) 795-9134
FAX: (562) 598-8242

EMAIL: pjagen@verizon.net

NORTHEAST
Merrie Lynch

EMAIL: Merrie.Lynch@celassociates2.com
TEL: (617) 357-8190
FAX: (617) 357-8194

Jody Estabrook
EMAIL: je.ieeemedia@ieee.org

TEL: (77) 283-4528
FAX: (774) 283-4527

SOUTHEAST
Scott Rickles

TEL: (770) 664-4567
FAX: (770) 740-1399

EMAIL: srickles@aol.com

MIDWEST/CENTRAL CANADA
Dave Jones

TEL: (708) 442-5633

FAX: (708) 442-7620
EMAIL: dj.ieeemedia@ieee.org

MIDWEST/ONTARIO, CANADA
Will Hamilton

TEL: (269) 381-2156
FAX: (269) 381-2556

EMAIL: wh.ieeemedia@ieee.org

TEXAS
Ben Skidmore

TEL: (972) 587-9064
FAX: (972) 692-8138

EMAIL: ben@partnerspr.com

EUROPE
Rachel DiSanto

TEL: +44 1932 564 999
FAX: +44 1 1932 564 998

EMAIL: rachel.disanto@husonmedia.com

GERMANY

Christian Hoelscher
TEL: +49 (0) 89 95002778
FAX: +49 (0) 89 95002779

EMAIL: Christian.Hoelscher@husonmedia.com

ADVERTISING SALES OFFICES
Closing date for space reservation: 15th of the month prior to date of issue

COMPANY PAGE

Anritsu ...................................................................................................................19

BEEcube................................................................................................................12

Communications Society Digital Library ...........................................................64

Communications Society Webinar ......................................................................93

IEEE Digital Library..........................................................................................111

IEEE Xplore .........................................................................................................39

Keysight Tech...........................................................................................Cover 2, 1

MILCOM ............................................................................................................101

National Instruments..............................................................................................3

REMCOM ..............................................................................................................5

Rohde & Scwharz ...................................................................................................9

Rohde & Schwarz USA Tutorial .........................................................................13

Samsung .......................................................................................................Cover 4

Wiley.............................................................................................................Cover 3

COMMAG_AD_INDEX-November_LYT/AD INDEX/SEP  10/30/14  2:56 PM  Page 160

mailto:jv.ieeemedia@ieee.org
mailto:md.ieeemedia@ieee.org
mailto:ss.ieeemedia@ieee.org
mailto:George@George.RomanMedia.com
mailto:pjagen@verizon.net
mailto:Merrie.Lynch@celassociates2.com
mailto:je.ieeemedia@ieee.org
mailto:srickles@aol.com
mailto:dj.ieeemedia@ieee.org
mailto:wh.ieeemedia@ieee.org
mailto:ben@partnerspr.com
mailto:rachel.disanto@husonmedia.com
mailto:Christian.Hoelscher@husonmedia.com


Discover the Latest Titles in RF/Microwave Technology from Wiley!
Radio Propagation and Adaptive Antennas
for Wireless Communication Networks, 
2nd Edition
9781118659540 Cloth  $175.00 5/12/2014
Nathan Blaunstein, Christos G. Christodoulou
With an emphasis on antennas and propagation, Radio 
Propagation and Adaptive Antennas investigates every aspect 
of wireless communication network design and function. The 
book delves into, among other applicable radio propagation 
topics, multipath phenomena, slow and fast fading, free-space 
propagation, and obstructed reflection and diffraction. Pertinent 
applications and relatable examples make this the essential 
modern reference for engineering practitioners and students in 
wireless communication systems.

The Finite Element Method in 
Electromagnetics, 3rd Edition
9781118571361 Cloth  $175.00 3/10/2014
Jianming Jin
Useful in analyzing electromagnetic problems in a variety of 
engineering circumstances, the finite element method is a 
powerful simulation technique. This book explains the method’s 
processes and techniques in careful, meticulous prose. It covers 
not only essential finite element method theory, but also its latest 
developments and applications. The Finite Element Method is an 
engineer’s key to solving boundary-value problems.

Radio Resource Management in Multi-Tier 
Cellular Wireless Networks
9781118502679 Cloth  $115.00 12/9/2013
Ekram Hossain, Long Bao Le, Dusit Niyato
Providing an extensive overview of the radio resource management 
problem in femtocell networks, this invaluable book considers both 
code division multiple access femtocells and orthogonal frequency-
division multiple access femtocells. In addition to incorporating 
current research on this topic, the book also covers technical 
challenges in femtocell deployment, provides readers with a 
variety of approaches to resource allocation and a comparison of 
their effectiveness, explains how to model various networks using 
Stochastic geometry and shot noise theory, and much more.

Electromagnetic Metamaterials: Transmission 
Line Theory and Microwave Applications
9780471669852 Cloth  $150.00 8/5/2013
Christophe Caloz, Tatsuo Itoh
Electromagnetic Metamaterials: Transmission Line Theory and 
Microwave Applications  fills an important niche, connecting 
the more theoretical nature of negative index materials to the 
practical and covers all of the important topics relevant to a 
very complete description of the transmission line model of 
negative index materials. It also includes outgrowth applications 
developed by the authors during their research. 
 

Metamaterials with Negative Parameters: 
Theory, Design and Microwave Applications
9780471745822 Cloth  $120.00 8/5/2013
Ricardo Marqus, Ferran Martn, Mario Sorolla
Metamaterials with Negative Parameters approaches 
metamaterials using physics principles and discusses microwave 
applications in a uniform textbook-like manner. It provides a 
thorough presentation of the theory, design, and applications of 
metamaterials with an emphasis on split ring resonators (SRRs). 
The book covers all important microwave applications including 
filters, multiplexers, couplers, antennas, and devices. 
 

Polarimetric Scattering and 
SAR Information Retrieval
9781118188132 Cloth  $140.00 7/22/2013
Ya-Qiu Jin, Feng Xu
An innovative look at Synthetic Aperture Radar (SAR), this 
practical reference fully covers new developments in SAR and 
its various methodologies, enabling readers to interpret SAR 
imagery. It includes theoretical scattering models and SAR data 
analysis techniques, and presents cutting-edge research on 
theoretical modeling of terrain surface. The book also covers 
quantitative approaches for remote sensing, such as analysis 
of the Mueller matrix solution of random media, mono-static 
and bistatic SAR image simulation. Moving clearly from 
fundamentals to advanced topics, this is a thorough treatment 
for both academic learning and independent study.

RF Measurements for Cellular Phones and 
Wireless Data Systems
9780470129487 Cloth  $147.00 7/15/2013
Allen W. Scott, Rex Frobenius
Covering all topics needed to effectively test radio frequency 
(RF) components and systems for cell phones and wireless data 
systems, this guide balances practical real-world information with 
relevant theory. The text summarizes basic RF principles before 
describing the digital technology used in cell phones and wireless 
data systems. Methods and equipment used in mass testing of 
components during manufacturing also receive detailed treatment. 
Industry professionals building, installing, and maintaining cell 
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Bistatic SAR Data Processing Algorithms
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Xiaolan Qiu,Chibiao Ding, Donghui Hu
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John Thornton, Kao-Cheng Huang
The aim of this book is to present the modern design principles and 
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professionals the design insights needed to make full use of lens 
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